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Different views on a heterogeneous multiprocessors:

A heterogeneous multiprocessor is

synthesized for a specific application.

A heterogeneous multiprocessor is a 

general-purpose computing platform.
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Different views on a heterogeneous multiprocessors:

View taken in this talk.

A heterogeneous multiprocessor is a 

general-purpose computing platform.
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Different assumptions about task migration:

-A task can migrate to any processor;

-A task can migrate but only between processors of the

same type;

-A task cannot migrate.           
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Different task models

-Dependent tasks: An arrival of a task is dependent on

an event related to another task.

- Independent tasks: An arrival of a task is independent of

events related to other tasks.
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Model

• P1 denotes the set of all processors of type-1.

• P2 denotes the set of all processors of type-2.

• t denotes a set of tasks t ={t1,t2,…, tn};

• A task ti assigned to a processor of type-1 has utilization Ui
1.

• A task ti assigned to a processor of type-2 has utilization Ui
2.

Problem statement
Assign tasks to processors so that each processor is

utilized to at most 100%.
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Example of a problem instance

t={t1,t2,t3,t4} P
1={P1}, P

2={P2,P3}.

P2

P1

t2 t3t1

P3

t4

Processor type-1 Processor type-2

t1 U1
1=0.90 U1

2=0.40

t2 U2
1=0.90 U2

2=0.40

t3 U3
1=0.40 U3

2=0.80

t4 U4
1=0.40 U4

2=0.80
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Example of a problem instance

t={t1,t2,t3,t4} P
1={P1}, P

2={P2,P3}.

P2

P1

t2

t3 t1

P3

t4

We can do the assignment like this.
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1=0.90 U2

2=0.40

t3 U3
1=0.40 U3

2=0.80

t4 U4
1=0.40 U4

2=0.80
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Let us try First-Fit

t={t1,t2,t3,t4} P
1={P1}, P

2={P2,P3}.
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t2 t3t1
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2=0.80
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Let us try First-Fit

t={t1,t2,t3,t4} P
1={P1}, P

2={P2,P3}.
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Processor type-1 Processor type-2
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t4 U4
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0.90
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Let us try First-Fit

t={t1,t2,t3,t4} P
1={P1}, P

2={P2,P3}.

t2

t3

t1

P3

t4
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t1 U1
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Let us try First-Fit
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Let us try First-Fit

t={t1,t2,t3,t4} P
1={P1}, P

2={P2,P3}.

t2 t3t1

t4

There is no processor on which t4 can be assigned.

Processor type-1 Processor type-2

t1 U1
1=0.90 U1

2=0.40

t2 U2
1=0.90 U2

2=0.40

t3 U3
1=0.40 U3

2=0.80

t4 U4
1=0.40 U4

2=0.80 P3P2

P1
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Let us try First-Fit

t={t1,t2,t3,t4} P
1={P1}, P

2={P2,P3}.

t2 t3t1

t4

First-Fit fails on this task set.

Processor type-1 Processor type-2

t1 U1
1=0.90 U1

2=0.40

t2 U2
1=0.90 U2

2=0.40

t3 U3
1=0.40 U3

2=0.80

t4 U4
1=0.40 U4

2=0.80 P3P2

P1
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Let us try First-Fit

t={t1,t2,t3,t4} P
1={P1}, P

2={P2,P3}.

t2 t3t1

t4

First-Fit has inifinite competitive ratio on heterogeneous 

multiprocessor with two types (shown in the paper).

Processor type-1 Processor type-2

t1 U1
1=0.90 U1

2=0.40

t2 U2
1=0.90 U2

2=0.40

t3 U3
1=0.40 U3

2=0.80

t4 U4
1=0.40 U4

2=0.80 P3P2

P1

0.90 0.40 0.80

26



Design Ideas

Idea1: Try to assign a task on

the processor where its

utilization is smaller.

Idea 2: if Ui
1≤THRESHOLD and

Ui
2 >THRESHOLD then

assign task ti to

processor of type-1. 
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Algorithm Outline Partition the task set

1. Form the sets H1,H2,F1,F2

2. first-fit( H1, P1)

3. first-fit( H2, P2)

4. first-fit( F1, P1)

5. first-fit( F2, P2)

t1={ ti  t such that Ui
1≤ Ui

2}

t2={ ti  t such that Ui
1> Ui

2}

H1 = { ti  t1 such that Ui
2>1/2}

F1 = { ti  t1 such that Ui
2≤1/2}

H2 = { ti  t2 such that Ui
1>1/2}

F2 = { ti  t2 such that Ui
1≤1/2}

31



Algorithm Partition the task set
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FF-3C Partition the task set

1. Form the sets H1,H2,F1,F2

2. First-Fit( H1, P1)

3. First-Fit( H2, P2)

4. First-Fit( F1, P1)

5. First-Fit( F2, P2)

t1={ ti  t such that Ui
1≤ Ui

2}

t2={ ti  t such that Ui
1> Ui

2}

H1 = { ti  t1 such that Ui
2>1/2}

F1 = { ti  t1 such that Ui
2≤1/2}

H2 = { ti  t2 such that Ui
1>1/2}

F2 = { ti  t2 such that Ui
1≤1/2}

33



FF-3C

1. Form the sets H1,H2,F1,F2

2. First-Fit( H1, P1)

3. First-Fit( H2, P2)

4. First-Fit( F1, P1)

5. First-Fit( F2, P2)

t1={ ti  t such that ui
1≤ ui

2}

t2={ ti  t such that ui
1> ui
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2>1/2}
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Applying FF-3C on an example

t={t1,t2,t3,t4} P
1={P1}, P

2={P2,P3}.

P2

P1

t2 t3t1

P3

t4

Processor type-1 Processor type-2

t1 U1
1=0.90 U1

2=0.40

t2 U2
1=0.90 U2

2=0.40

t3 U3
1=0.40 U3

2=0.80

t4 U4
1=0.40 U4

2=0.80
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FF-3C

1. Form the sets H1,H2,F1,F2

2. First-Fit( H1, P1)

3. First-Fit( H2, P2)

4. First-Fit( F1, P1)

5. First-Fit( F2, P2)

t1={ ti  t such that ui
1≤ ui

2}

t2={ ti  t such that ui
1> ui

2}

H1 = { ti  t1 such that ui
2>1/2}

H2 = { ti  t2 such that ui
1>1/2}

F1 = { ti  t1 such that ui
2≤1/2}

F2 = { ti  t2 such that ui
1≤1/2}

Let us execute this line.
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FF-3C

1. Form the sets H1,H2,F1,F2

2. First-Fit( H1, P1)
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Applying FF-3C on an example

t={t1,t2,t3,t4} P
1={P1}, P

2={P2,P3}.

t1={t3,t4}  H1={t3,t4} F1={}

t2={t1,t2}  H2={t1,t2} F2={}

P2

t2

t3
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P3

t4

Processor type-1 Processor type-2

t1 U1
1=0.90 U1

2=0.40

t2 U2
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t4 U4
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FF-3C

1. Form the sets H1,H2,F1,F2

2. First-Fit( H1, P1)

3. First-Fit( H2, P2)

4. First-Fit( F1, P1)

5. First-Fit( F2, P2)

t1={ ti  t such that ui
1≤ ui

2}

t2={ ti  t such that ui
1> ui

2}

H1 = { ti  t1 such that ui
2>1/2}

H2 = { ti  t2 such that ui
1>1/2}

F1 = { ti  t1 such that ui
2≤1/2}

F2 = { ti  t2 such that ui
1≤1/2}

Since F1= and F2= , nothing happens when these lines 

are executed.
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FF-3C

1. Form the sets H1,H2,F1,F2

2. First-Fit( H1, P1)

3. First-Fit( H2, P2)

4. First-Fit( F1, P1)

5. First-Fit( F2, P2)

t1={ ti  t such that ui
1≤ ui

2}

t2={ ti  t such that ui
1> ui

2}

H1 = { ti  t1 such that ui
2>1/2}

H2 = { ti  t2 such that ui
1>1/2}

F1 = { ti  t1 such that ui
2≤1/2}

F2 = { ti  t2 such that ui
1≤1/2}

The algorithm terminates here.
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Theorem 1: The speed competitive 

ratio of FF-3C is at most two.

44

A task set τ is feasible on a computing platform π

FF-3C schedules τ on the computing platform 2* π



Algorithm FF-4C and FF-4C-NTC 

and FF-4C-COMB:

like FF-3C but with improved 

average-case performance

45



Related Work

• Formulate the problem as Integer Linear Program

– Minimize U subject to:

1. ∑j=1
m

xi,j = 1,                              (i = 1,2,...,n)

2. ∑i=1
n

(xi,j * ui,j) <= U,                  (j = 1,2,...,m)

3. xi,j = 0 or xi,j = 1                         (i = 1,2,...,n); (j = 1,2,...,m)
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Related Work

• Formulate the problem as Integer Linear Program

– Minimize U subject to:

1. ∑j=1
m

xi,j = 1,                              (i = 1,2,...,n)

2. ∑i=1
n

(xi,j * ui,j) <= U,                  (j = 1,2,...,m)

3. xi,j = 0 or xi,j = 1                         (i = 1,2,...,n); (j = 1,2,...,m)

– NP-complete: cannot be solved in polynomial time

• Relax it to Linear Programming
3. 0 <= xi,j <= 1                              (i = 1,2,...,n); (j = 1,2,...,m)

– Solvable in polynomial time

– At most ‘m’ fractional tasks

• Assign the fractional tasks integrally

– Exhaustive enumeration (RTAS04)

– Bi-partite matching (ICPP04)
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Average-case performance 

evaluation
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Conclusions

+ Bin-packing is possible, with good performance,

on heterogeneous multiprocessors with two types of

processors.

+ Such bin-packing performs well.
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Conclusions

+ Bin-packing is possible, with good performance,

on heterogeneous multiprocessors with two types of

processors.

+ Such bin-packing performs well:

* FF-3C has speed competitive ratio at most two;

* FF-4C-COMB has speed competitive ratio at most two;

* FF-4C-COMB requires on average processors

of lower speed than the previously best algorithm; 

* FF-4C-COMB runs more than 10000 times faster

than previously best known algorithm.
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Recent extensions to the work 

• Theorem 2: The speed competitive ratio 

of FF-3C is at most 1/(1-a) 

– ‘a’ is the maximum utilization of a task

• FF-4C and FF-4C-NTC and FF-4C-COMB

– like FF-3C but with improved average-case 

performance
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Thank You!
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