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Abstract 
Digital image recognition has been used in the different aspects of life, mostly in object classification and 
detections. Monitoring of animal life with image recognition in natural habitats is essential for animal health and 
production. Currently, Sheep Pain Facial Expression Scale (SPFES) has become the focus of monitoring sheep 
from facial expression. In contrast, pain level estimation from facial expression is an efficient and reliable mark of 
animal life. However, the manual assessment is lack of accuracy, time-consuming, and monotonous. Hence, the 
recent advancement of deep learning in computer vision helps to classify facial expression as fast and accurate. 
In this paper, we proposed a sheep face dataset and framework that uses transfer learning with fine-tuning for 
automating the classification of normal (no pain) and abnormal (pain) sheep face images. Current state-of-the-art 
convolutional neural networks (CNN) based architectures are used to train the sheep face dataset. The data 
augmentation, L2 regularization, and fine-tuning has been used to prepare the models. The experimental results 
related to the sheep facial expression dataset achieved 100% training, 99.69% validation, and 100% testing 
accuracy using the VGG16 model. While employing other pre-trained models, we gained 93.10% to 98.4% 
accuracy. Thus, it shows that our proposed model is optimal for high-precision classification of normal and 
abnormal sheep faces and can check on a comprehensive dataset. It can also be used to assist other animal life 
with high accuracy, save time and expenses. 
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A B S T R A C T

Digital image recognition has been used in the di� erent aspects of life, mostly in object classi� cation and de-
tections. Monitoring of animal life with image recognition in natural habitats is essential for animal health and
production. Currently, Sheep Pain Facial Expression Scale (SPFES) has become the focus of monitoring sheep
from facial expression. In contrast, pain level estimation from facial expression is an e� cient and reliable mark
of animal life. However, the manual assessment is lack of accuracy, time-consuming, and monotonous. Hence,
the recent advancement of deep learning in computer vision helps to classify facial expression as fast and ac-
curate. In this paper, we proposed a sheep face dataset and framework that uses transfer learning with� ne-
tuning for automating the classi � cation of normal (no pain) and abnormal (pain) sheep face images. Current
state-of-the-art convolutional neural networks (CNN) based architectures are used to train the sheep face dataset.
The data augmentation, L2 regularization, and � ne-tuning has been used to prepare the models. The experi-
mental results related to the sheep facial expression dataset achieved 100% training, 99.69% validation, and
100% testing accuracy using the VGG16 model. While employing other pre-trained models, we gained 93.10% to
98.4% accuracy. Thus, it shows that our proposed model is optimal for high-precision classi� cation of normal
and abnormal sheep faces and can check on a comprehensive dataset. It can also be used to assist other animal
life with high accuracy, save time and expenses.

1. Introduction

Digital image processing mostly engages many techniques such as
face and pose recognition, identi� cation, and classi� cation of humans
and animals by computer. The inspection and assessment tool of farm
animals through digital image recognition is useful to establish the
welfare standard of animal products, protection, and monitoring their
lives. The animal health and intervention strategies by manual ob-
servations occur low accuracy estimation (Main et al., 2003; Napolitano
et al., 2009; Guesgen et al., 2014; Stubsjøen and Valle, 2011). Di � erent
manual techniques have been developed for animal species, yet few of
them have been used to assess sheep life (Napolitano et al., 2009;
Guesgen et al., 2014; Stubsjøen and Valle, 2011; Leach et al., 2012;
Yang et al., 2015; McLennan et al., 2016). While observing pain level
assessment of sheep living in their natural environment is a critical task
(McLennan, 2018). Pain in sheep is caused by diseases such as footrot

(Dolan et al., 2003) and mastitis (Dolan et al., 2000) commonly found
in sheep. To evaluate and identify pain is essential to know the real
causes that hinder the sheep growth (Flecknell, 2008). Well-organized
pain assessment has the advantage of diagnosing the illness in a short
time. Recently, various modern automated techniques have been used
for facial expression of an animal pain level, such as post-vasectomy
pain in mice ( Leach et al., 2012). Similarly, the hands-on approach
Localize Sparsely Distributed Facial Landmarks (LSDFL) is being used
for sheep pose, but it can be a� ected by the large dataset. In LSDFL, the
facial expression identi� cation introduced for the pain of mastitis and
footrot ( Yang et al., 2015). In last, Sheep Pain Facial Expression Scale
(SPFES) has been developed, which is a standard methodology to� nd
pain in sheep as the manual assessment (McLennan et al., 2016). But
the manual check is less successful because the sheep are not examined
in natural surroundings. Also, maintaining large animal farms is time-
consuming and costly and can lead to animal life in unhealthy states.
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Similarly, other animals can be a� ected by diseased sheep if they don’t
investigate in time.

To address these problems, this research used the deep transfer of
convolutional neural network state-of-the-art architectures, which is
the most excellent tool of computer vision for small databases and low
computational powers. The contribution of our research is that we
developed a sheep face dataset using state-of-the-art power of Deep
Learning (CNN architectures), which has been used for image classi� -
cation with millions of images from di � erent categories. In this paper,
the transfer learning approach is used to classify normal (without pain),
and abnormal (with pain) sheep faces as a facial expression in sheep.
The proposed method improves accuracy, e� ciency, and consistency in
sheep face classi� cation. The given approach can be used for sheep as a
binary classi� er. This technique is widely used in human facial rating
for emotion, but here we develop it for sheep facial classi � cation.

The remaining sections of the paper organized as follows. In Section
2, we explain related work. In this section, we brie � y discuss the ad-
vantage of pre-trained CNN models and their applications in the area of
image classi� cation. We also present the related work for the Sheep
facial expression and Sheep face dataset collection with pass through
pre-processing methods. In Section3, the proposed method has been
evaluated with di � erent parameters of deep transfer learning and ar-
chitectures. We describe the experimental setup and results with the
discussion in Section4. Finally, we conclude and present future work in
Section 5.

2. Related work

2.1. Sheep face dataset

We have developed a sheep face dataset of corpus sheep faces col-
lected from di � erent sites like ImageNet, NADIS, Pixabay, Flickr, and
Gettyimages with high resolutions in compliance with the rule of SPFES
standard. It consists of 1650 images for training, 350 for validation
followed by testing. Among this sheep corpus dataset, 1400 plus were
healthy, and 900 plus were abnormal images. The normal sheep data
also consisted of Lamb’s faces but not in anomalous sheep data. While
testing, the dataset includes 126 abnormal and 224 normal images
classi� ed by humans as the normal and abnormal database. The data set
is available at the Mendeley.1 In the given dataset, the sheep’s facial
expression belongs to SPFES [11]. SPFES have de� ned as the abnorm-
ality of the face of the sheep face with essential features related to ears,
nose, and eyes. For Ears, the SPFES introduced pain level with ear ro-
tation, both frontal faces, and pro � le. Ear with pinna visible, less visible
and not visible has 0, less, and high pain, respectively. While the nose
pain level de� ned by nostril shape as shallow “U” shaped nose has no
pain and shallow or extended “V” shape nose has low and high pain
each. Similarly, eye pain levels de� ned in three terms. The fully opened
eye represents that it has no pain, and partly closed eye has pain (Lu
et al., 2017). We have divided the sheep face dataset into two parts, one
for the normal face which has no such features and another abnormal
look with all such pain levels. Few sample images of our primary da-
taset have been shown inFig. 1.

2.2. Pre-trained models

In this research, di � erent pre-trained architectures have been used as
a transfer learning such as AlexNet (Krizhevsky et al., 2012), VGG16
(Simonyan, 2014), GoogleNet (Szegedy et al., 2015), DenceNet201
(Huang et al., 2017), Inceptionv3 ( Szegedy et al., 2016), ResNet50 (He
et al., 2016), and DarkNet (Redmon, 2013) to classify the sheep faces.
Previously, these models have been trained on more than one million
images with 1000 di � erent categories and achieved state-of-the-art

performance in ImageNet, CIFAR-10, and CIFAR-100 competitions. Pre-
trained models have a vibrant feature, so we have not used a scratch
model. These architectures are state-of-the-art CNN in computer vision
and mostly used for deep learning objectives and applications. All of
these architectures used classi� cation problems except DarkNet that
used as a backbone for di� erent versions of YOLO for detection.
AlexNet, VGG16, and GoogleNet are classic networks. GoogleNet has
60K parameters with a clear structure and sigmoid/tanh used after the
convolution layer causing non-linearity after pooling. AlexNet made the
computer vision community to apply deep learning, and is more similar
to LeNet but has much more signi� cant with 60 million parameters. The
three essential tools, ReLU, multiple GPUs, and local response nor-
malization, must be considered to make AlexNet state-of-the-art. The
keys of VGG16 are used as a 3 × 3 � lter with stride 1 and the same
padding convolution layer and 2 × 2 window size with stride 2 of max
pooling. It consists of approximately 138M parameters and from lower
to higher layer ’s height as well as with a decreased width and increased
channel size.

To use a robust classic neural network (AlexNet, VGG16, and
GoogleNet) with a large number of layers for training, causes vanishing
and explodes gradient problems for massive datasets with millions of
images. In that case, residual learning by using skip connection became
possible to train a network with more than 100 layers. Skip connection
allows to feed activation from the previous layer to another layer even
much more rooted in the neural network. It converges faster than other
pre-trained models. ResNet50 has 50 layer’s network and classify many
animals and other objects.

Residual Neural Network is computationally expensive. So, the in-
ception model (Inceptionv3) became useful for saving computation,
keeping non-linearity, doing the non-trivial operation and keeping the
height and width the same, while making some channel smaller by
using the network in the network (1 × 1 � lter) ( Lin et al., 2014). In-
stead of applying directly 2 × 2 or 3 × 3 window size from one layer to
another, one can use a bottleneck (1 × 1) layer to shrink down the
volume and does not hurt performance but save a massive computation.
Inception complicates the convolution neural network but works well.
However, it has relationships problem between input and output.

Densely connected convolutional networks (DenseNet201) made
relationships between input and output shorter with L(L + 1)/2.
DenseNet has the e� ective performance for feature propagation
strengthen and reuse, low vanishing gradient problems, and reduces the
parameters. It has used on CIFAR-10, CIFAR-100, SVHN, and ImageNet
as state-of-the-art with less computational power.

2.3. Transfer learning

In computervision applications like bioinformatics and robotics, the
way from scratch need very high computation power (GPUs) and large
datasets (Tan et al., 2018). To make much faster progress in training,
using transfer learning might be interested and signi � cant. Transfer
learning allows us to sort of transfer knowledge from extensive data to
small data. Even one can use CPU and small dataset to train the model
much faster rather than randomly initialized weight from the scratch
network. Deep Learning is a connection-oriented with three di � erent
areas, supervised (training data with labeling), unsupervised (training
data without labeling), and semi-supervised learning (training data
with few labeling). The convolutional neural network is a supervised
technique that needs input “x” and labels output “y” . It consists of
convolution layers with activation function followed by pooling layers
and ends up with fully connected to softmax layers. CNN has simplicity,
scalability, and domain transfer-ability. Here di � erent architectures of
CNN have been studied, which followed the rule of thumb but have
used di� erent approaches like Plain network, residual, inception, and
dense techniques. Every architecture has three stages: the input layer,
hidden layers (convolution base), and output layers. Instead of using
these dense architecture layers, we have changed the last three layers of1 https://doi.org/10.17632/y5sm4smnfr.5.
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every architecture with weight and bias learn rate factor as a � ne-
tuning for a binary classi � er. The fully connected layer outputs are
binary vector representation for normal and abnormal sheep Images.
Additionally, the softmax layer activation function used to predict the

output: each architecture parameter and dimensions presented in
Table 1. Mostly ReLU and Leaky ReLU have used in state-of-the-art pre-
trained models as an activation function for hidden layers. The idea of
transfer learning has shown in Fig. 2 for all trained models. Every ar-
chitecture with hidden and dense layers has di� erent parameters. To
improve the performance of pre-trained models during training, we will
introduce the most e� ective and advanced techniques like Layers
Freezing, data augmentation, regularization, � ne-tuning, visualization,
and custom read function method for non-standard datasets. These
techniques brie� y explained in Section 3.

3. Deep learning methodology

In this section,a full pipeline of advanced deep learning techniques is
used for both normal and abnormal sheep faces.

Fig. 1. Normal and abnormal sheep face images. The� rst row is the normal and second row for abnormal sheep faces by using SPFES.

Table 1
Sheep dataset statistical approach.

Categories Training set Validation set Testing set Total

Number of images 1650 350 350 2350
Percentage 82.5% 17.5 17.5% 100%
Number of normal 959 224 224 1407
Sheep faces
Number of abnormal 491 226 226 943
sheep faces

Fig. 2. Summary of all architecture ’s representation.
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3.1. Layers freezing

Deep learning has fewest parameters but take time to train, and also
sometimes the model does not end up with high accuracy. Freezing
layers is a technique that speeds up the training process and increases
e� ciency and prevents the weights of initial layers from being mod-
i� ed. While initially, every model trained without layers freezing and
then freeze the layers one by one. AlexNet, GoogleNet, VGG16, and
DarkNet performed well with very high accuracy in a short time as
compared to layers freezing. While ResNet50, Inceptionv3, and
DenseNet201 achieved higher e� ciency in a short time with freezing of
5, 50, and 70 layers, respectively.

3.2. Pre-processing

The � rst part of training a convolutional neural network is a dataset.
Datasets are in two forms; standard (pre-processed by the organization
and share among competitors as secondary data) and non-standard
(used for the � rst time as a primary data). The standard datatype can be
read by custom read function, but non-standard data should be passed
through custom read function with pad-array. Without pad array, the
shape of images changes by custom read function but did not able to
classify with high performance during training. Custom read function
made image shape constant during image processing for resizing and
sharpening. We used di� erent architectures which have di � erent input
size with a speci� c dimension image for training.

3.3. Data augmentation

Datasetsare the key to deep learning and machine learning. Big
datasets are very expensive, while small datasets caused a tendency of
over� tting during training. Pre-trained models are susceptible to new
unseen data, which memories the features of the training set, but model
behavior does not generalize the validation set. Data augmentation is a
way to avoid over � tting and produce new training and validation data
from the existing smaller dataset. So, the data augmentation method
used for creating new sheep images for the training. The simplest way
of new data creation is practical data augmentation techniques, such as
� ipping, translating, rotation, and so on ( Vasconcelos and Vasconcelos,
2017). We have used scaling, random rotation, translation, and re-
� ection. The model generated di� erent virtual images from each ori-
ginal image. The example of new images is shown in Fig. 3.

3.4. Regularization

Augmentationis not only the key to reduce over � tting. Instead of the
model also tries to capture noise in the training dataset, and these

noises are random data points which do not have exact properties of the
data. We have used Ridge regression to make the model safe from
under-� tting and over- � tting. Lambda is the tuning parameter of L2
regularization, and the selection of lambda during training was from
0.001 to 0.02.

Stochastic Gradient Descent with Momentum (SGDM) Stochasticgra-
dient descent with momentum ( Loizou and Richtárik, 2017 ) works
better and faster than SGD due to the exponentially weighted average.
It accelerated the gradient vector in optimal to actual derivative and
more quickly converging toward the optimal solution. We used SGDM
because classic SGD takes too much time, and Adam optimizer de-
graded the performance of training accuracy at smaller datasets.

3.5. Fine-tuning

Hyper-parameterssittings are very important as a � ne-tuning for a
pre-trained model ( Hermessi et al., 2019). We have not changed the
learning rate for some architectures � rst layers by using layers freezing
technique, while for others to adjusts the learning rate was necessary to
train a model with slight changes in the weights of architectures � rst
layers. When added new dense layers, the higher learning rate of the
� nal layer is suitable for a faster change as compared to the� rst layers
to update weights quickly. Having Mini-batch size and no freezing to
must freezing layers techniques played an essential rule in getting very
high accuracy of di � erent architectures. Fig. 4 presents the work� ow of
the proposed method.

4. Experimental results

In the following section, we presented the training accuracy and loss
of di � erent models and their experimental results. Tools used for the
given research have also been mentioned in this section.

4.1. Tools and setup

The experimental work has been performed with MATLAB 2018b
(9.5.0) on Linux Server (4.20.13) with a single Nvidia GPU GeForce
GTX 1070. We have used di� erent CNN architectures on the sheep face
dataset, which has been divided into training, validation, and test sets.
The distribution of dataset is 70% for training and 15% each used for
validation and test purpose, respectively.

4.2. Results

The results of state-of-the-art CNN architectures are obtained using
data augmentation, L2 regularization, and � ne-tuning techniques by
applying deep learning techniques on the sheep face dataset. The per-
formance of every pre-trained model has been presented inFig. 5. By
using these pre-trained models, we achieved very high accuracy and
low loss during the experiment. The best performance stands at 100%
and 98.17% for training with 99.69% and 97.8% for validation (with
VGG16 and ResNet-50 architecture), which show a small di� erence of
0.31% and 0.37%. DenseNet-201 comes next at 98.03% with di� erence
1.02% between training and validation, which is marginally lower.
Also, GoogleNet, DarkNet, Inceptionv3, and AlexNet showed excellent
results with this sheep face classi� cation task. Initially, all of the pre-
trained models have been trained without freezing any layer in which
VGG16, GoogleNet, AlexNet, and DarkNet performance was satis� ed,
but ResNet-50, Inceptionv3, and DenseNet-201 faced with high var-
iance on the given dataset. After all, we freeze 1 to 10 layers of classic
architectures, but accuracy did not improve, and unfortunately, the
model caused over� tting problems. While on the other hand, we got
high accuracy by freezing layers of ResNet-50, Inceptionv3, and Den-
seNet-201. Initially, we had to freeze a few layers but did not achieve
bias level performance instead of minimal changes. Finally, it per-
formed very high accuracy with low variance by freezing 5, 50, 70

Fig. 3. Augmented images with � ipping and rotation, the top image is original
and bottom images augmented.
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layers of ResNet-50, Inceptionv3, and DenseNet-201, respectively. To
freeze more hidden layers, we degraded the training accuracy of the
network but had very less over� tting problem. The � nal stage of the
proposed method was to employ � ne-tuning with freezing and un-
freezing of the base convolutional layers. All the pre-trained models
trained for 20 epochs. We changed the learning rates for the last layers
and not modify the � rst hidden layers of learning rates because it had
vibrant features obtained by trained on million images with di � erent
categories. Their weights updated during training, which worked for
some state-of-the-art models, while others should freeze� rst layers by
sitting the learning rate to zero. All models have learned features with
20 base and weight learning rates for the last layers instead of VGG16
and DarkNet, as given in Table 1. Fig. 6 shows the training and vali-
dation loss during the training of pre-trained models at sheep dataset.

Bayes error is a proxy for training error and beyond of its learning
algorithm face with over � tting as we have used regularization to reduce
the variance. Meanwhile, using the avoidable bias technique by ap-
plying di � erent CNN models to minimize the di � erence between Bayes
optimal error and training error. Therefore, VGG16 and ResNet50
performed with de � cient error as compared to other CNN models, and
their error closed to theoretical error. In Fig. 6, we saw that the vali-
dation loss of the pre-trained models is lower than the training loss in
the � rst ten epochs but gradually changed by running the training set

longer.
The classi� cation performance of all CNN models using the confu-

sion matrix for the test data shown in Fig. 7. We have predicted two
possible classes normal and abnormal (diseased) Sheep faces. The
classi� er tested at 350 images, in which 224 has no pain and 126 with
di� erent pain levels. The diagonals show the true positives (TP) and
true negatives (TN) for the classi� ed test data. Outside, the diagonals
predicted false positives (FP) and false negatives (FN), which showed
the misclassi� cation rate of the pre-trained models during test data.
VGG16 leads at the top with zero misclassi� ed images, while ResNet50
achieved an excellent result with only � ve false positive and for other
pre-trained CNN models, as shown in Fig. 7.

The correctness and miss-classi� cation rate of a test dataset should
be checked and de� ned as given in Eqs.(1) and (2) .

=
+

Accuracy
TP TN

Total (1)

=
+

ErrorRate
FP FN

Total (2)

In Eq. (3), sensitivity has also been de� ned as a TP rate. While Eq.
(4) shows the ratio between TN values and actual negative values.

Fig. 4. Work� ow of the proposed method for sheep face classi� cation.

Fig. 5. Normal and abnormal sheep face classi� cation on the di � erent CNN state-of-the-art architectures.
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Fig. 6. Training and validation loss of all pre-trained models.

Fig. 7. Testing confusion matrix for all architectures with sheep face dataset.
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=sensitivity
TP

Actual Yes (3)

=Specificity
TN

Actual No (4)

Eq. (5) de� nes how often the model is correct in terms of the ratio of
actual and predicted yes. And the prevalence determines how usually
the yes condition occurs in our trained model, which is given in Eq. (6).

=Precision
TP

Predicted Yes (5)

=Prevalence
Actual Yes

Total (6)

Similarly, the null error rate (Eq. (7)) gives us a metric and a useful
base when evaluating the model of how much is incorrect if the ma-
jority class is always expected.

=Null Error Rate
Actual No

Total (7)

While Cohen’s Kappa is essentially a measure of how well the as-
sessment was done relative to how well it actually by chance would
have worked. In other words, if the model has a signi � cant di� erence
between the accuracy and the null error rate, a model will get a high
Kappa score. As shown in Eq.(8) is;

� =
�
�

Cohen s Kappa
P P

P1
o e

e (8)

Where, =P accuracyo is an observed proportionate agreement and
= +P P Pe yes no is the probability of random agreement. The predicted

likelihood of both showing yes to random is thus = + +P ·yes
TP FP

Total
TP FN

Total
.

Similarly, both would predict no at random is = + +P ·no
FN TN

Total
FP TN

Total
.

F1 is a weighted average of the precision and recall, as shown in Eq.
(9) and often referred to as either the F score or the F measure. F1 is
generally more useful than accuracy, mainly if the class distribution is
uneven. Accuracy works better if the model ’s FN and FP have the same
costs. When the costs of FP and FN are signi� cantly di � erent, both
precision and recall should be considered.

=
� �

+
F Score

Sensitivity Precision
Sensitivity Precision

1
2 ( )

(9)

The accuracy (Ac), Error Rate (ER), Sensitivity (Se), Speci� city (Sp),
Precision (Pr), Prevalence (Pre), Null Error Rate (NER), Cohen’s Kappa
(CK) and F1 Score have been given inTable 2.

The Error Rate is very high except for VGG16 and ResNet50, which
is 0 and 1.43, respectively. As shown in Table II, Cohen’s Kappa of other
pre-trained models is very low as compared to VGG16 and ResNet50
and DenseNet201. Therefore, VGG16 and ResNet have a signi� cant
impact on small datasets, especially animal datasets. (Table 3).

After the training of di � erent convolutional neural network pre-
trained models, some of the correct predictions of models for normal
and abnormal sheep faces are given inFig. 8.

Di� erent type of machine learning techniques has developed for
image classi� cation like SVM, shallow classi� er, discrete wavelet
packet transforms, and so on. However, Deep learning has the ad-
vantage of transfer learning with powerful features end to end learning.
Sheep face classi� cation is very expensive and takes a very long time by
manual assessment. The proposed technique is the� rst study in our
knowledge to use transfer learning for classi� cation of Sheep dataset as
deep learning needs considerable power and big datasets. While using
� ne-tuning and transfer learning, we eliminated the problems of the
large dataset and very high power. The disadvantage of small sheep
faces dataset size reduced by using data augmentation. We have used

Table 2
Models and layers with parameters.

Models and parameters AlexNet LeNet VGG16 DenseNet-201 Inception-v3 ResNet-50 DarkNet

Input shape 227,227,3 224,224,3 224,224,3 224,244,3 299,299,3 224,224,3 448,448,3
Total Parameters 61M 60K 138M 20M 23.9 25.5M 51M
Dense layer 4096 1024 4096 1886 2048 2048 4096
Weight Learning Rate 20 20 10 20 20 20 10
Base Learning Rate 20 20 10 20 20 20 10
Binary Softmax 2 2 2 2 2 2 2

Table 3
The testing accuracy, Cohen’s Kappa, F1 Score, Sensitivity and Precision using the Sheep dataset.

Models Classes Accuracy (%) Error rate (%) Se, Sp (%) Precision (%) CK (%) F1 Score (%)

GoogleNet Abnormal, Normal 96.29 3.71 90.86, 99.55 99.13, 94.89 90 94.61, 97.17
Inceptionv3 Abnormal, Normal 93.71 6.29 82.54, 100 100, 91.05 85.8 90.43, 95.32
DarkNet Abnormal, Normal 95.71 4.285 98.41,94.20 90.51, 99.00 86.6 94.29, 96.57
AlexNet Abnormal, Normal 96.29 3.71 90.50, 99.60 99.1, 94.9 91.77 94.61, 97.17
DenseNet201 Abnormal, Normal 97.43 2.57 94.40, 99.10 98.3, 96.94 94.24 96.36, 98.01
ResNet50 Abnormal, Normal 98.57 1.43 96.03, 100 100, 97.8 96.82 97.98, 98.90
VGG16 Abnormal, Normal 100 0.00 100, 100 100, 100 100 100.0, 100.0

Fig. 8. The predicted outputs of normal and abnormal Sheep faces using pre-
trained models. The � rst column represents the normal sheep faces, and the
second column presents the abnormal sheep faces.
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di� erent deep learning state-of-the-art architectures with the same
epoch in which VGG16 and ResNet50 carried out on the top of all ar-
chitectures. Another disadvantage is to use a small number of abnormal
images compared to normal images. For this problem, we are collecting
more images for a pain rating scale of Sheep faces.

5. Conclusion

E� cient and reliable pain estimation in sheep is essential for
management decisions. In this paper, using the sheep face dataset, we
proposed transfer learning and � ne-tuning with state-of-the-art pre-
trained CNN architectures to classify normal and abnormal sheep
images. Our models achieved 93.10% to 100% with best VGG16 and
ResNet50 of accuracy for training, validation, and testing during
trained models. By the experimental approach, we demonstrate the
computer-based automated assessment of sheep face classi� cation,
which is useful in terms of time-saving, expenses, and accuracy. We
employed the augmentation technique to increase the number of sheep
images virtually. Our proposed method also can be used and general-
ized across di� erent datasets. We are also collecting more images for
future work to classify multi-class pain rating scales of sheep faces in-
stead of binary classi� cation.
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