
  

 

 

 

 

Real-Time Overwater Wireless Network Design  

 

 
 

 

PhD Thesis 

CISTER-TR-230201 

 

2023/02/06 

Miguel Gutiérrez Gaitán  

 



PhD Thesis CISTER-TR-230201 Real-Time Overwater Wireless Network Design 

© 2023 CISTER Research Center 
www.cister-labs.pt   

1 

 

Real-Time Overwater Wireless Network Design 

Miguel Gutiérrez Gaitán 

CISTER Research Centre 

Polytechnic Institute of Porto (ISEP P.Porto) 

Rua Dr. António Bernardino de Almeida, 431 

4200-072 Porto 

Portugal 

Tel.: +351.22.8340509, Fax: +351.22.8321159 

E-mail: mjggt@isep.ipp.pt 

https://www.cister-labs.pt 

 

Abstract 

This dissertation addresses various communication and networking challenges that arise when dealing with the 

design of real-time wireless networked systems operating over water environments. The end goal is to build up a 

comprehensive and tailored cross-layer framework that considers physical, data link, and network layer elements 
for improved real-time and overwater wireless communication performance by design. In this direction, we first 

focus on mitigating distinctive physical factors in overwater RF propagation (e.g. tides, intertidal zones) to then 
address upper-layers design considerations related to the improvement of traffic schedulability, i.e. the ability of 

the network to satisfy explicit timing constraints (e.g. packet deadlines).In particular, due to the layered structure 
of these research challenges, we organize our studies into two separate action domains: i) overwater, involving 

physical layer factors of communication, and ii) real-time, which entails both data link and network layers aspects. 

In terms of overwater communication, special emphasis has been placed on investigating the impact of tides on 

link quality, and how tailored design strategies can help mitigate such an issue.by design. To this aim, we first 
investigate overwater RF propagation from the perspective of channel modeling and characterization to then 

capitalize this understanding into novel design methods that effectively improve link quality (e.g. received power). 
Specifically, we propose an approach that uses a tidal-informed two-ray propagation model to provide both static 

(e.g. sensor nodes) and mobile nodes (e.g. autonomous vessels) with better design options for antenna height and 
positioning. We also present a novel methodology for path loss prediction based on the non-trivial integration of 

the two-ray propagation model with precise location-dependent hydrodynamics (i.e. tidal model). A key aspect of 
this methodology is the ability to account for a reflective surface of varying altitude and permittivity as a function 

of the tide. This feature is crucial for an accurate path loss estimation over water environments with characteristic 
intertidal zones. 

In terms of real-time communication, we aim to improve the real-time performance of globally time-synchronized 
wireless mesh networks (e.g. TSCH-based).Within this context, we endorse the idea of judicious \textitgateway 

designation for enhanced traffic schedulability at system's design time. Concretely, we introduce the concept of 
\textitnetwork centrality from social network analysis (SNA) as an effective heuristic for gateway designation that 

facilitates real-time communication. We also generalize this idea to multiple gateways with the aid of the 
unsupervised learning method of spectral clustering. More importantly, we propose a novel metric termed minimal 

overlap centrality which conveniently exploits the relationship between path node-overlaps and gateway 

designation for improved network schedulability. In similar fashion, we propose a novel scheme termed minimal-
overlap routing based on a new greedy heuristic for path-overlap minimization. This strategy increases traffic 

schedulability regardless of the gateway designation criterion.  

In a nutshell, this dissertation offers various, novel, and effective cross-layer insights and methods aiming to 

improve the wireless communication performance of real-time overwater wireless networked systems by design. 
We summarize our major achievements in this direction as follows: 

1) On the overwater action domain, we pioneered research studies on the large-scale fading impact of tides and 
intertidal zones in short and medium range shore-to-shore and shore-to-vessel RF communication links. This 

understanding led us to propose novel methods for link design and link-quality prediction able to 
mitigate/anticipate changes due to tides of up to 20 dB. Notably, our experimental measurements using 

commodity technologies (e.g. LoRa, WiFi) in different overwater settings (e.g. estuaries, marinas) showed major 

trends of the received power in agreement with the proposed methods. 

2) On the real-time side, we brought to the forefront a new dimension in the design of real-time wireless sensor 
networks (RT-WSNs), complementing the more common approaches based on real-time scheduling or routing. 
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Specifically, we introduced the idea of centrality-driven gateway designation and proposed a new metric resorting 

to the minimization of path overlaps. We showed by simulations that our novel minimal-overlap centrality achieves 

up to 50% better traffic schedulability than traditional metrics in SNA. Likewise, a minimal-overlap routing was 

proposed to enhance schedulability regardless of gateway designation. 

We claim these original research findings constitute initial but promising results towards our end goal of building 

up a comprehensive cross-layer design framework specifically proposed to improve wireless communication 
performance in real-time and overwater networked systems. 

Keywords: Wireless Networks, Real-Time Communication, Internet of Things. 
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Abstract

This dissertation addresses various communication and networking challenges that arise when

dealing with the design of real-time wireless networked systems operating over water environ-

ments. The end goal is to build up a comprehensive and tailored cross-layer framework that

considers physical, data link, and network layer elements for improved real-time and overwater

wireless communication performance by design. In this direction, we first focus on mitigating dis-

tinctive physical factors in overwater RF propagation (e.g. tides, intertidal zones) to then address

upper-layers design considerations related to the improvement of traffic schedulability, i.e. the

ability of the network to satisfy explicit timing constraints (e.g. packet deadlines). In particular,

due to the layered structure of these research challenges, we organize our studies into two separate

action domains: i) overwater, involving physical layer factors of communication, and ii) real-time,

which entails both data link and network layers aspects.

In terms of overwater communication, special emphasis has been placed on investigating the

impact of tides on link quality, and how tailored design strategies can help mitigate such an is-

sue. To this aim, we first investigate overwater RF propagation from the perspective of channel

modeling and characterization to then capitalize this understanding into novel design methods that

effectively improve link quality (e.g. received power). Specifically, we propose an approach that

uses a tidal-informed two-ray propagation model to provide both static (e.g. sensor nodes) and

mobile nodes (e.g. autonomous vessels) with better design options for antenna height and posi-

tioning. We also present a novel methodology for path loss prediction based on the non-trivial

integration of the two-ray propagation model with precise location-dependent hydrodynamics (i.e.

tidal model). A key aspect of this methodology is the ability to account for a reflective surface of

varying altitude and permittivity as a function of the tide. This feature is crucial for an accurate

path loss estimation over water environments with characteristic intertidal zones.

In terms of real-time communication, we aim to improve the real-time performance of globally

time-synchronized wireless mesh networks (e.g. TSCH-based). Within this context, we endorse

the idea of judicious gateway designation for enhanced traffic schedulability at system’s design

time. Concretely, we introduce the concept of network centrality from social network analysis

(SNA) as an effective heuristic for gateway designation that facilitates real-time communication.

We also generalize this idea to multiple gateways with the aid of the unsupervised learning method

of spectral clustering. More importantly, we propose a novel metric termed minimal overlap

centrality which conveniently exploits the relationship between path node-overlaps and gateway

designation for improved network schedulability. In similar fashion, we propose a novel scheme

termed minimal-overlap routing based on a new greedy heuristic for path-overlap minimization.

This strategy increases traffic schedulability regardless of the gateway designation criterion.
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In a nutshell, this dissertation offers various, novel, and effective cross-layer insights and meth-

ods aiming to improve the wireless communication performance of real-time overwater wireless

networked systems by design. We summarize our major achievements in this direction as follows:

• On the overwater action domain, we pioneered research studies on the large-scale fading

impact of tides and intertidal zones in short and medium range shore-to-shore and shore-

to-vessel RF communication links. This understanding led us to propose novel methods for

link design and link-quality prediction able to mitigate/anticipate changes due to tides of

up to 20 dB. Notably, our experimental measurements using commodity technologies (e.g.

LoRa, WiFi) in different overwater settings (e.g. estuaries, marinas) showed major trends

of the received power in agreement with the proposed methods.

• On the real-time side, we brought to the forefront a new dimension in the design of real-

time wireless sensor networks (RT-WSNs), complementing the more common approaches

based on real-time scheduling or routing. Specifically, we introduced the idea of centrality-

driven gateway designation and proposed a new metric resorting to the minimization of path

overlaps. We showed by simulations that our novel minimal-overlap centrality achieves up

to 50% better traffic schedulability than traditional metrics in SNA. Likewise, a minimal-

overlap routing was proposed to enhance schedulability regardless of gateway designation.

We claim these original research findings constitute initial but promising results towards our

end goal of building up a comprehensive cross-layer design framework specifically proposed to

improve wireless communication performance in real-time and overwater networked systems.

Keywords: Wireless Networks, Real-Time Communication, Internet of Things.
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Resumo

Esta dissertação aborda vários desafios de comunicação e networking que surgem quando se trata

do design de sistemas em rede sem fios em tempo real que operam sobre ambientes de água. O

objetivo final é construir uma estrutura abrangente e personalizada de camadas cruzadas que con-

sidere elementos das camadas física, de ligação de dados e rede para um melhor desempenho de

comunicação sem fios em tempo real e sobre-água por design. Neste sentido, focamo-nos primeiro

na mitigação de fatores físicos distintivos na propagação de RF sobre a água (por exemplo, marés,

zonas inter-marés) para, em seguida, abordar considerações de conceção de camadas superiores

relacionadas com a melhoria do escalonamento do tráfego, ou seja, a capacidade da rede para sat-

isfazer restrições explícitas de tempo (p. ex., prazos de pacote). Em particular, devido à estrutura

em camadas destes desafios de investigação, organizamos os nossos estudos em dois domínios de

ação separados: i) sobre a água, envolvendo fatores de camada física de comunicação, e ii) em

tempo real, o que implica tanto aspetos das camadas de ligação de dados e rede.

Em termos de comunicação sobre a água, foi dada especial ênfase à investigação do impacto

das marés na qualidade das ligações e à forma como estratégias de design adaptadas podem ajudar

a mitigar tal problema. Para este objetivo, primeiro investigamos a propagação de RF sobre a água

na perspetiva da modelação e caracterização de canais para depois capitalizar este entendimento

em novos métodos de design que melhorem efetivamente a qualidade das ligações (por exemplo,

o poder recebido). Especificamente, propomos uma abordagem que utiliza um modelo de propa-

gação de dois raios informado pelas marés para fornecer tanto os nós estáticos (p. ex., os nós dos

sensores) como os nóns móveis (p. ex., veículos autónomos) com melhores opções de conceção

para a altura e posicionamento da antena. Apresentamos também uma nova metodologia para a

previsão da perda de caminhos baseada na integração não trivial do modelo de propagação de dois

raios com hidrodinâmica precisa dependente da localização (ou seja, modelo de maré). Um aspeto

chave desta metodologia é a capacidade de ter em consideração uma superfície refletora de altitude

e permissividade variáveis em função da maré. Esta característica é crucial para uma estimativa

precisa da perda de caminho sobre ambientes de água com zonas inter-marés características.

Em termos de comunicação em tempo real, pretendemos melhorar o desempenho em tempo

real das redes mesh sem fios sincronizadas globalmente (por exemplo, baseadas em TSCH). Neste

contexto, apoiamos a ideia de designação de gateway criteriosa para uma maior escalonabilidade

de tráfego no tempo de conceção do sistema. Concretamente, introduzimos o conceito de cen-

tralidade da rede a partir da análise das redes sociais (ARS) como uma heurística eficaz para

a designação de gateway que facilita a comunicação em tempo real. Generalizamos também esta

ideia a múltiplas portas de entrada com a ajuda do método de aprendizagem não supervisionado do

agrupamento espectral. Mais importante ainda, propomos uma nova centralidade de sobreposição

mínima, que convenientemente explora a relação entre sobreposições de caminho e a designação

do gateway para uma melhor escalonabilidade da rede. Da mesma forma, propomos um novo

esquema denominado encaminhamento de sobreposição mínima baseado numa nova heurística

iii
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gananciosa para a minimização da sobreposição de caminhos. Esta estratégia aumenta a escalon-

abilidade do tráfego, independentemente do critério de designação do gateway.

Em resumo, esta dissertação oferece vários, novos e eficazes insights e métodos de camadas

cruzadas com o objetivo de melhorar o desempenho da comunicação de sistemas em rede sem fios

em tempo real por design. Resumimos as nossas principais contribuições neste sentido:

• No domínio da ação sobre a água, fomos pioneiros em estudos de investigação sobre o

impacto em larga escala das marés e das zonas inter-marés em curto e médio alcance

das ligações de comunicação RF de costa a terra e de terra-a-embarcação.Este entendi-

mento levou-nos a propor novos métodos de conceção de ligações e previsão de quali-

dade de ligação capazes de mitigar/antecipar mudanças devido a marés de até ∼ 20 dB.

Nomeadamente, as nossas medições experimentais utilizando tecnologias de mercadorias

(p. ex., LoRa, Wi-Fi) em diferentes configurações sobre a água (p. ex., estuários, marinas)

mostraram grandes tendências do poder recebido de acordo com os métodos propostos.

• Do lado em tempo real, trouxemos para a vanguarda uma nova dimensão no design de re-

des de sensores sem fios em tempo real (RT-WSNs), complementando as abordagens mais

comuns baseadas em agendamento ou encaminhamento em tempo real. Especificamente,

introduzimos a ideia de designação de gateway orientada por centralidade e propusemos

uma nova métrica recorrendo à minimização das sobreposições de caminhos. Mostrámos

por simulações que a nossa nova centralidade de sobreposição mínima alcança até 50% mel-

hor escalonabilidade de tráfego do que as métricas tradicionais no ARS. Da mesma forma,

foi proposto um encaminhamento de sobreposição mínima para aumentar a agendabilidade,

independentemente da designação de gateway.

Afirmamos que estes resultados originais da investigação constituem resultados iniciais, mas

promissores, para o nosso objetivo final de construir um quadro abrangente de design de camada

cruzada especificamente proposto para melhorar o desempenho da comunicação sem fios em sis-

temas em rede em tempo real e sobre a água.

Palavras-chave: Redes Sem Fios, Comunicação em Tempo Real, Internet das Coisas.
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«Everyone must leave something behind when he dies [...].

A child or a book or a painting or a house or a wall built or

a pair of shoes made. Or a garden planted. Something your

hand touched some way so your soul has somewhere to go

when you die, and when people look at that tree or that

flower you planted, you’re there. It doesn’t matter what

you do [...], so long as you change something from the

way it was before you touched it into something that’s

like you after you take your hands away. The difference

between the man who just cuts lawns and a real gardener is

in the touching [...]. The lawn-cutter might just as well not

have been there at all; the gardener will be there a lifetime»

Extracted from the novel "Fahrenheit 451"

(Ray Bradbury, 1953)
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Chapter 1

Introduction

This dissertation addresses various aspects of communication and networking related to real-time

wireless networked systems operating over water environments.

We envisage a tailored and comprehensive cross-layer framework consisting of novel design

strategies able to cope with major issues in both real-time and overwater wireless communication.

We adopt a divide and conquer approach to both conducting and organizing our investigations by

dividing our research into two main action domains: i) overwater, which involves the physical

layer aspects, and ii) real-time, entailing both data link and network layer matters.

We address research challenges in these two domains separately but with the shared perspec-

tive of enhancing both real-time and overwater wireless communication networks by design. We

contribute to this vision by providing novel insights and methods, improving the state of the art.

The remainder of this chapter motivates our research directions, describes the major research

challenges to address, and explicitly states our thesis and contributions.

1.1 Motivation

We are generally driven by the increasing adoption of real-time wireless networked systems in

different maritime activities [35; 36; 37; 38], from scientific to industrial or commercial purposes,

and in various water environments, including rivers [39], estuaries [40], coastal zones [41], har-

bors [42], among others. Several examples of relevant societal impact can be found both in aca-

demic and real-world applications. We argue the importance of such real-time networked systems

in overwater scenarios is not under discussion but the sub-optimal performance of wireless facil-

ities within these settings. We stress the need for further and specialized methods in this domain

attempting of making better use of wireless technologies originally conceived mostly for terres-

trial scenarios, and not necessarily for supporting real-time applications, i.e. with explicit timing

constraints (e.g. packet deadlines). In this direction, we advocate for a research approach able to

improve communication performance by design, particularly by proposing novel strategies which

apply a judicious real-time overwater wireless network design, i.e. which take into account both

the real-time and the overwater peculiarities of these network settings.

1
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Figure 1.1: An illustrative example of an overwater WSN deployment to support a real-time envi-

ronmental monitoring application in the Seixal Bay of the Tagus River Estuary, Portugal.

We consider two common real-world applications as valid use cases to motivate our research:

i) real-time environmental monitoring with wireless sensor networks (WSNs) and ii) remotely-

controlled robotic missions/operations with surface vessels. In the first case, we assume dynamic

interconnections from few to many radio frequency (RF) links partially or fully deployed over

water which connect stationary sensor nodes (e.g. buoys or floating platforms) supporting real-

time monitoring scenarios, e.g. for flooding prevention, water quality assessment, among others.

In the second case, we considermarine surface robotics missions/operations with at least one au-

tonomous and/or remotely controlled vessel requiring to transmit real-time data, e.g. for vehicle

maneuvering or supervision, to a ground (onshore) station, e.g., as commonly needed in activities

such as seafloor mapping or search-and-rescue.

In the following, we provide additional motivational information to further illustrate the im-

portance of these two use cases.

1.1.1 Environmental Monitoring

The protection of water environments is an important challenge for present and future societies

around the world. Due to the relevance and timeliness of this issue, the United Nations (UNs) 2030

agenda for sustainable development advocates for access to safe water for all and the sustainable

management of water resources in all its aspects [43]. Coastal zones, rivers, estuaries, wetlands,

etc., are examples of fragile ecosystems threatened by varying factors, including pollution (e.g.

microplastics), illegal dumping, water misuse, industrial activities, among others. These threats

can have devastating consequences for the surrounding wildlife and local populations that make

use of available water resources.

To properly protect these aquatic environments, resilient systems should be deployed in se-

lected locations for real-time monitoring of key indicators (e.g. water quality); a task nowadays

effectively carried out by static (e.g. [44]) and/or mobile (e.g. [45]) Internet of Things (IoT) de-

vices. In particular, the use of low-power wide-area networks (LPWANs) technologies, such as

LoRa (Long Range), are among the most popular, enabling low-cost, low-power and long-range



1.1 Motivation 3

AUV Ground

Station

GW

AUV

AUV
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Figure 1.2: A set of illustrative examples of an AUV in real-world operation. It includes the so-

called Manta gateway (GW) on the right and left pictures. The two middle image shows an AUV

on the water (middle-top) and outside the water (middle-bottom) on a boat before a mission.

IoT-based monitoring applications [46]. While mostly deployed in terrestrial domains (e.g., urban

or rural areas), its applicability in different types of marine and freshwater environments has been

demonstrated successfully [47; 48; 49].

In order to better illustrate this use case, Figure 1.1 shows a referential picture for a real-world

environmental monitoring application scenario motivated by the AQUAMON research project [50].

1.1.2 Marine Robotics

Marine robots such as autonomous underwater vehicles (AUVs) or unmanned surface vehicles

(USVs) are nowadays key elements for several maritime activities. Examples of common appli-

cations include characterizing and modelling the oceans [51] (e.g. seafloor mapping [52]), un-

derstanding natural water phenomena (e.g. marine currents [53]), studying the impact of human

activities (e.g. pollution), among others. AUV/USVs are also used for commercial activities (e.g.

pipeline inspection [54]) or defense-related operations (e.g. surveillance). Usually, these vehicles

perform pre-determined missions for collecting large amounts of sensing data (e.g. bathymetry)

in a given area of interest resorting to a plethora of sensors (e.g. sonar, camera, echo sounder).

The collected data is transmitted often in real-time – through terrestrial or satellite infrastruc-

ture – to backend datacenters, e.g. for storage, further processing, or control. Cost constraints,

operational restrictions and/or higher requirements on the timely delivery of data often require the

communication exchange is performed resorting to ground stations (onshore) rather than satellite

facilities. In the case of terrestrial systems, for the vessel-to-shore communication component,

the majority of the AUVs/USVs use cellular [55; 56] or unlicensed frequency bands (e.g. WiFi,

LoRa [57] or TV Whitespaces [58]).

In order to illustrate a typical real-world scenario, Figure 1.2 shows a set of referential pic-

tures of an AUV being operated near the shore of Matosinhos, Portugal, for robotic scientific

missions/operations performed within the context of the research project EU Marine Robots [59].
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1.2 Research Challenges

In general, the research challenges for communication and networking that arise when dealing

with real-time overwater wireless networked systems are multiple and non-trivial. We argue these

challenges have typically cross-layer implications, i.e. issues in the operation at one of the layers

of the communication stack may influence other layers, impacting overall system performance.

As we mentioned before, we advocate for a layered approach to solve these issues, and as so we

divide our research challenges into two domains: overwater and real-time communication.

On the overwater facet, we concentrate on physical layer (PHY) factors related to the over-

water RF propagation in water environments. While multiple physical conditions in water sur-

roundings can affect radio-propagation, we focus on those large-scale fading issues dominating

link quality performance. We identify two major factors in this direction that still pose significant

research questions from the perspective of link design: i) tides, and ii) intertidal zones1 [60].

On the real-time flank, we focus on the upper layers’ concerns related to the central aspect of

real-time systems, i.e. the schedulability [61]. We study data-link and network layer factors play-

ing a key role in real-time network performance with emphasis on their relationship with network

design. In this regard, we recognize as an open and major research challenge the need for judicious

criteria for designating a node as a gateway in order to facilitate real-time communication.

In the following, we provide further details on these specific challenges, both in terms of real-

time and overwater action domains.

1.2.1 Overwater Communication Challenges

In general, the establishment of a reliable overwater link has been reported to be a difficult task

due to the harsh conditions of water environments [37; 38]. Not only a number of environmental

factors affecting the hardware devices have to be considered (such as humidity, heat, wind) [62]

but also a different radio propagation behavior when compared to overland settings. While well-

known RF propagation issues can also materialize in water environments (e.g. multi-path [63],

diffraction [64], shadowing [65], scattering [66], etc.), this dissertation mostly focuses on those

large-scale propagation issues still requiring further characterization and modeling, particularly,

due to the interaction of RF waves with tides and intertidal zones.

Tides, particularly, can lead to changes in the antenna heights which cause varying interference

patterns between direct and (water) reflected paths. This, in turn, may result in considerable signal

variations at the receiver; a barely explored phenomenon also known as tidal fading [67]. Al-

though prior studies have demonstrated tides can greatly impair link quality [67; 68; 69], conven-

tional literature on maritime communication has largely focused on long-range communications;

which may exhibit specific propagation conditions (e.g. evaporation ducts [70]) not necessarily

applicable to short/medium range communications, which is our main target. Similarly, specific

tide-driven circumstances such as the recurrent flooding and drying of the so-called intertidal

zones have been generally ignored from a radio propagation perspective.

1Intertidal zones refer to areas repeatedly covered and uncovered by water as the tide rises and falls, respectively.
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In this dissertation, we are greatly interested in the specific RF propagation behavior that arises

when tides and intertidal zones influence the operation of short to medium-range overwater links

at low antenna height settings. While this is a situation that can affect many types of existing IoT-

driven overwater network deployments (e.g. [62; 41]), it has been commonly ignored in practice.

This includes the case of AUVs/USVs operating at near-shore, which may also suffer communi-

cation impairments due to changes in the water level. In addition, these types of vessels use very

low-height external antennas (i.e. comparable to the wavelength) which may cause additional or

exacerbated propagation effects, often leading to non-conclusive modeling perspectives [71; 72].

While not in the scope of this dissertation, we certainly recognize the impact of further propa-

gation phenomena, including those derived from different natural conditions, e.g. sea waves [73],

or due to human influence, e.g. caused by objects in the surrounding [74], due to external in-

terference [75], among others. All these effects may lead to widely fluctuating and unpredictable

overwater communication links; a critical situation within the context of real-time communication.

1.2.2 Real-Time Communication Challenges

Prior to presenting the research challenges to be addressed in terms of real-time communication,

we explicitly state two important assumptions in terms of global network operation. First, we

assume reliable link connections and stationary network topologies are feasible. This implies

overwater networks as the one presented in Fig. 1.1 have been already designed in a way that

mitigates important physical-layer issues, e.g. tidal fading, being able to maintain the link quality

above a certain threshold, and thus providing stationary network topologies. Second, we advocate

for the use of globally synchronized time-triggered network protocols with centralized scheduling

and routing, in order to facilitate real-time communication. Typical examples of such protocols

are those resorting to the widespread time-synchronized channel-hopping (TSCH) medium access

control (MAC) layer, a popular MAC layer protocol common to several standards for industrial

monitoring. (e.g. WirelessHART [76], 6TiSCH [77], ISA-100.11a).

Under these assumptions, we mostly cover aspects of real-time communication related to data-

link and network layers. In this regard, we endorse the use of real-time scheduling and routing

schemes offering a strong mathematical framework for the analysis of the traffic schedulability,

i.e. the ability of the network to satisfy specific timing constraints (e.g. packet deadlines). Without

loss of generality, we support the use of the earliest-deadline-first (EDF) [78] real-time scheduler,

and its associated literature on schedulability analysis for real-time WSNs. Within this framework,

we focus on research challenges related to the improvement of real-time network performance by

design, i.e. resorting to network design methods that facilitate real-time communication.

In concrete, this dissertation addresses research questions related to the existence of concur-

rent transmissions in wireless mesh networks, e.g. overwater WSNs, and their relationship with

transmission conflicts, which influence the correct real-time network operation. More specifically,

conflicts can translate into extra delays, which can lead to violations of timing requirements (i.e.

deadline misses), which in turn may create serious consequences on the overall system perfor-

mance. While the use of proper (e.g. predictable) real-time scheduling and routing methods has
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been the classical approach to solve these issues, here we are interested in how a judicious wire-

less network design can help to improve network schedulability. Specifically, we consider the

problem of finding which node(s) within an existing infrastructure can be adequate to play the

role of gateway, from a real-time performance perspective. We refer to this problem as gateway

designation.

While a similar problem can be applicable to scenarios with multiple AUVs/USVs operating

in a swarm, e.g. for leader designation, we left this open challenge for future work. We finally em-

phasize this thesis addresses the real-time communication problem of gateway designation from

a deterministic perspective, leaving eventual probabilistic approaches for the future. Other possi-

ble research challenges in real-time wireless networked systems which are also applicable to the

overwater case will be covered later in this document, in the related work section.

1.3 Thesis Statement

This dissertation aims to verify the following:

A judicious wireless network design which takes into account both real-time and overwa-

ter factors of wireless communication has the potential to significantly improve the per-

formance of real-time wireless networked systems operating over water environments.

To check the validity of this statement, we present a set of novel design strategies able to

cope with major communication issues both in terms of real-time and overwater communication.

We cover various physical, data-link, and network layer factors with the end goal of improving

the performance of real-time overwater wireless networked systems by design. We also consider

validation experiments and simulations inspired by two use cases from real-world applications.

1.4 Contributions

In the following, we summarize our main contributions into two major parts, namely, overwater

communication and real-time communication. In each part, we include a description of our major

research findings, a list of contributions, and the list of associated publications.

1.4.1 Part I: Overwater Communication

The first part is mainly dedicated to the mitigation of the large-scale propagation fading issues

associated with the impact of tides and intertidal zones. To this purpose, we first investigate over-

water RF propagation from the perspective of channel modelling and characterization to then cap-

italize this understanding into novel design methods that effectively improve link quality (e.g. re-

ceived power). Specifically, we propose a novel design method that uses a tidal-informed two-ray

propagation model to provide both static (e.g. sensor nodes) and mobile nodes (e.g. autonomous
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vessels) with better design options for antenna height and positioning. We also present a novel

methodology for path loss prediction based on the non-trivial integration of the two-ray propaga-

tion model with precise location-dependent hydrodynamics (i.e. tidal model). A key aspect of this

methodology is the ability to account for a reflective surface of varying altitude and permittivity

as a function of the tide. This feature is shown to be crucial for an accurate path loss estimation

over water environments with characteristic intertidal zones. Experimental measurements using

commodity technologies (LoRa, WiFi) in different settings (estuaries, marinas) show major trends

in the received power in agreement with our methods.

In a nutshell, we summarize our major overwater communication contributions as follows:

✓ A novel tidal-informed link design method for improved communication quality with static

and mobile surface nodes based on both antenna height and positioning.

✓ A novel methodology for overwater path-loss prediction based on the non-trivial integration

of the two-ray propagation model and precise location-dependent hydrodynamics modeling.

In the following, we list the publications containing the core scientific material of these con-

tributions, as well as the preliminary and related empirical validation studies.

1) M. G. Gaitán, P. d’Orey, J. Cecilio, M. Rodrigues, P. Santos, L. Pinto, A. Oliveira, A.

Casimiro and L. Almeida, "Modeling LoRa Communications in Estuaries for IoT Envi-

ronmental Monitoring Systems", in IEEE Sensors Journal 2022 [2].

2) P. d’Orey, M. G. Gaitán, P. Santos, M. Ribeiro, J. Sousa and L. Almeida, "Empirical Eval-

uation of Short-Range WiFi Vessel-to-Shore Overwater Communications", in ACM WIN-

TECH’22 Workshop, co-located with ACM MobiCom 2022 [10].

3) M. G. Gaitán, P. d’Orey, P. Santos, M. Ribeiro, L. Pinto, L. Almeida and J. Sousa, "Wireless

Radio Link Design to Improve Near-Shore Communication with Surface Nodes on Tidal

Waters", in IEEE OCEANS 2021 [4].

4) M. G. Gaitán, P. Santos, L. Pinto and L. Almeida, "Optimal Antenna-Height Design for Im-

proved Capacity on Over-Water Radio Links Affected by Tides", in IEEE OCEANS 2020 [5].

5) M. G. Gaitán, P. Santos, L. Pinto and L. Almeida, "Experimental Evaluation of the Two-

Ray Model for Near-Shore WiFi-Based Network Systems Design", in IEEE VTC2020-

Spring [6].

6) M. G. Gaitán, L. Pinto, P. Santos and L. Almeida, "On the Two-Ray Model Analysis of

Overwater Links with Tidal Variations", in INForum 2019 [7].

We have also disseminated part of this material as posters and/or extended abstracts at DCE 2019 [19],

DSIE 2020 [18], RTCM 2021 [16] and RTCM 2022 [13].
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1.4.2 Part II: Real-Time Communication

The second part is devoted to enhancing network design with the aim of improving the real-

time performance of upper layers methods of the network stack, namely real-time scheduling and

routing. To this purpose, we advocate for the idea of judicious gateway designation for enhanced

traffic schedulability at system’s design time. Concretely, we introduce the concept of network

centrality from social network analysis (SNA) as an effective heuristic for gateway designation

that facilitates real-time communication. We also generalize this idea to multiple gateways with

the aid of the unsupervised learning method of spectral clustering. More importantly, we propose

a novel metric termed minimal overlap centrality which conveniently exploits the relationship

between path node-overlaps and gateway designation for improved network schedulability. In a

similar fashion, we propose a novel scheme termed minimal-overlap shortest-path routing based on

a new greedy heuristic for path-overlap minimization. This strategy increases traffic schedulability

regardless of the gateway designation criterion, being complementary to our prior methods.

In a nutshell, we summarize our major real-time communication contributions as follows:

✓ A new metric termed minimal overlap centrality that exploits the relationship between path-

node overlaps and gateway designation for improved traffic schedulability.

✓ A novel routing scheme based on a new greedy heuristic for minimizing overlaps that im-

proves schedulability regardless of the gateway designation criterion.

In the following, we list the core publications containing the main scientific material of these

contributions, including preliminary and related empirical validation studies.

1) M. G. Gaitán, L. Almeida, P. d’Orey, P. Santos and T. Watteyne, "Minimal-Overlap Cen-

trality for Multi-Gateway Designation in Real-Time TSCH Networks", in ACM Transac-

tions on Embedded Computing Systems 2023 (Under Review). [1]

2) M. G. Gaitán, D. Dujovne, J. Zuñiga, A. Figueroa and L. Almeida, "Multi-Gateway Desig-

nation for Real-Time TSCH Networks using Spectral Clustering and Centrality", in IEEE Em-

bedded Systems Letters 2022. [3]

3) M. G. Gaitán, P. d’Orey, P. Santos and L. Almeida, "Minimal-Overlap Centrality-Driven

Gateway Designation for Real-Time TSCH Networks", in RAGE 2022 Workshop, co-located

with DAC 2022. [Best Paper Award]. [8]

4) M. G. Gaitán, L. Almeida, T. Watteyne, P. d’Orey, P. Santos and D. Dujovne, "Joint Schedul-

ing, Routing and Gateway Designation in Real-Time TSCH Networks", in JRWRTC 2022

Workshop, co-located with RTNS 2022 [9]

5) M. G. Gaitán, L. Almeida, A. Figueroa and D. Dujovne, "Impact of Network Centrality on

the Gateway Designation of Real-Time TSCH Networks", in IEEE WFCS 2021.

[Best Work-in-Progress Paper Award]. [12]
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6) M. G. Gaitán, L. Almeida, P. Santos and P. Yomsi, "EDF Scheduling and Minimal-Overlap

Shortest-Path Routing for Real-Time TSCH Networks", in NG-RES 2021 Workshop, co-

located with HiPEAC 2021. [11]

We have also disseminated part of this material as extended abstracts at RTSS@Work 2021 [14],

DCE 2021 [15] and BSC-DS 2020 [17].

1.5 Thesis Organization

The remainder of this thesis is organized as follows. Chapter 2 elaborates an overall discussion

on the essential background and related work, essential for the better understanding of this thesis.

Chapters 3, 4 and 5 constitute PART I, and are dedicate to overwater communication. Chapter 3

presents common channel modeling and characterization studies, key for the novel link design

methods and methodology elaborated in Chapters 4 and 5, respectively. Chapters 6, 7 and 8

constitute PART II and are devoted to real-time communication. Chapter 6 firstly introduces the

idea of centrality-driven gateway designation, which is core for the minimal-overlap centrality

approach in Chapter 7. Chapter 8 presents our minimal-overlap shortest-path routing. Finally,

Chapter 9 concludes the thesis and provides future work directions.



Chapter 2

Background & Related Work

This chapter covers general information on wireless communication and networking which are

essential for a better understanding of this thesis. We start by providing an overview of the rele-

vant physical, data-link, and network-layer aspects of real-time and overwater wireless networked

systems to then provide specific background and related work on each of the core parts of this

dissertation, i.e. overwater communication and real-time communication. We conclude with an

integrated summary of these two parts by giving emphasis on those aspects which are more rele-

vant within the scope of our research in real-time overwater wireless network design.

2.1 Real-Time Overwater Communication

We refer to real-time overwater communication to the complex process of exchanging data mes-

sages among a transmitter and a receiver when both real-time and overwater conditions hold. We

use the term real-time as in the common literature of real-time systems [61] to refer to communica-

tion systems whose objective is to meet individual timing requirements of each (communication)

task, e.g. expressed as a packet deadline. We use the term overwater literally, i.e. assuming

wireless communication occurs above water, e.g., as in the case of an overwater RF link crossing

a river, lake, or coastal zone. Both these real-time and overwater conditions impose unique per-

formance challenges involving all layers of the wireless communication stack. We focus here on

those specific features at each layer that are more relevant within the scope of this dissertation:

i) RF propagation at the physical level,

ii) medium access control and real-time scheduling at data link, and

iii) routing and topology tracking at the network level.

2.1.1 Physical Layer

By definition, the physical layer deals with aspects of (wireless) communication directly related

to the transmission medium, thus, being closely influenced by the environment and surrounding

10
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conditions. This translates into the consideration of different physical features and elements de-

pending on the wireless technology being used (e.g. RF band, antenna polarization, etc.) which

may also vary based on the target application (e.g. modulation, bandwidth, etc.).

Here, we do not restrict our research to a specific communication technology, yet we focus on

RF signal propagation, which is transversal. Still, we perform studies assuming three common

PHY technologies in IoT-driven communication, namely, IEEE 802.15.4, LoRa, and WiFi, due

to their relevance for our target use cases. The two first technologies are typical in environmen-

tal monitoring, while the latter one is often employed, e.g., for shore-to-vessel communication

with AUVs/USVs, as well as for sensor networks requiring higher bandwidth. All these tech-

nologies present basic technical factors with a direct influence on signal propagation, namely the

wavelength (or equivalently, the RF band), antenna polarization, and directivity. In this sense, our

research deals with communication operating in commercial RF bands (e.g. 868 MHz for LoRa,

and 2.4 GHz for WiFi) which use vertically polarized antennas and assume omnidirectional ra-

diation patterns. While we also include some preliminary analysis for horizontal polarization in

Chapter 3, our core research focuses on vertical polarization only.

2.1.1.1 RF Propagation

Radio signals traveling through the wireless medium may suffer from several propagation effects,

e.g. path loss, shadowing, diffraction, reflection, refraction, scattering, and absorption, among

others. These effects can be caused either by natural environmental phenomena, e.g. weather

changes, or, e.g. by static and/or moving objects in the surroundings. Formally, the influence of

such effects in signal propagation is described mathematically through channel models. These

models aim to predict the link quality, e.g. in terms of received signal strength, under specific

propagation conditions. While different taxonomies may exist based on the type of attenuation (or

fading) experienced, radio propagation models are broadly classified into two categories:

i) large scale, which captures average fading effects occurring typically in the order of many

wavelengths, e.g. due to motion or terrain variability over a large area,

ii) and small scale, representing localized average fading effects in the order of a few wave-

lengths or less, which occur spatially near the receiver side.

The large-scale fading effects are typically associated with slow dynamics, occurring in the

long term w.r.t to the signal temporality. Conversely, small-scale fading effects are often associated

with fast or instantaneous fluctuations, e.g. in terms of the received signal strength. Common

models for large-scale fading include the classical free-space and the two-ray path loss models [79;

80]. The former is the most fundamental method used to predict the impact of distance on the

average path loss attenuation, while the second adds to the previous one the effect of a dominant

surface signal reflection (e.g. from ground or water). These two models are deterministic since

offering an exact formulation for the attenuation or signal strength output. Other models are

stochastic, e.g. the Okumura-Hata model, providing statistical distribution for the average signal
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strength in particular operation conditions (e.g. urban or rural areas). Small-scale fading models

can also be deterministic or stochastic. Hybrid models made of deterministic and stochastic fading

components are another alternative for both large and small-scale fading models.

This dissertation considers only deterministic modeling approaches while giving special at-

tention to large-scale fading due to path loss. More specifically, as we will further detail later,

our research is built upon the two-ray propagation model, due to its commonly good adequacy to

predict the impact of surface reflections on the overwater RF channel [37].

2.1.2 Data Link Layer

In short, the data link layer is responsible for the seamless handling of data messages from the

physical to the network layer, and vice versa. The overall process is divided into two main sub-

layers better known as the logical link control (LLC) and the medium access control (MAC).

The former supports the establishment of a logical connection (e.g. half or full duplex) with the

upper layers, often offering additional services such as error control and flow control. Conversely,

the latter allows coordinating the seamless access to the transmission medium, abstracting its

physical complexities to the upper layers. Both these sub-layers have an influence on the real-time

performance of communication and are thus relevant for the purpose of this dissertation.

Concretely, we advocate here for the use of standard wireless radio interfaces (e.g. WiFi,

LoRa, etc.) using half-duplex commercial hardware, while resorting to a time-division multiple-

access (TDMA) MAC framework for improved predictability. Time synchronization is thus a

fundamental aspect to consider, not only to enable a precise TDMA-based MAC operation but

also to deal with real-time scheduling policies for packet transmissions. In this regard, we adopt

an EDF (Earliest-Deadline-First) global scheduler due to its well-known real-time performance

benefits when compared to fixed priority schedulers, e.g. in terms of competitive acceptance ratios

and low computational cost [81; 82]. In the following, we provide more details and illustrative

examples of the operation with different TDMA-based mechanisms.

2.1.2.1 TDMA: Time Division Multiple Access

In a TDMA network, different nodes are allowed to transmit data over a shared medium at different

time instances called slots, thus providing temporal isolation opportunities to each node. Concur-

rent conflict-free transmission/reception operations within the same time slot are still possible, e.g.

at different geographical areas (spatial isolation) or by using different RF channels. Wireless stan-

dards such as 6TiSCH [77] or WirelessHART [76] naturally adopt this latter approach by means

of TSCH, a multi-channel TDMA MAC working on top of the widely used IEEE-802.15.4 PHY.

Other common PHY technologies, e.g. LoRa or WiFi, use random-based medium access mecha-

nisms which require protocol adaptations to enforce a TDMA-based behavior. While this aspect

is outside of the scope of this dissertation, we remark such a kind of adaptation is feasible.

In the case of WiFi, we advocate for the use of RA-TDMA, a family of reconfigurable and

adaptive (RA) TDMA protocols providing a robust overlay MAC on top of the CSMA/CA MAC
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Figure 2.1: A toy example of TSCH wireless network topology (a) including (b) a scheduling

diagram of the transmissions associated with it. The network shows three flows in different colors,

starting from the respective source node and directed to the gateway through arbitrary paths.

of WiFi. In the case of LoRa, we do not endorse any particular adaptation, yet we refer the reader

to some recent efforts in the literature (see e.g. [83; 84]). More importantly, we emphasize that

enforcing a TDMA-like operation over WiFi, LoRa, or any other not deterministic PHY, responds

to the need for a more predictable timing behavior in the scope of real-time communication.

In the following, we provide illustrative examples for both: i) the underlying multi-channel

TDMA operation of TSCH along time and over a set of available channels, and ii) the RA-TDMA

operation over WiFi which uses a single RF channel, yet using a larger number of time slots.

Illustrative Example: TSCH. Figure 2.1 (a) shows an arbitrary graph characterizing a wireless

TSCH network topology. The network consists of 7 nodes including 6 field nodes and 1 gateway

(GW). Among the field nodes, 3 nodes represent sensors generating data flows directed to the

gateway, denoted as f1, f2, and f3. Each flows consist of recurrent single-packet messages gen-

erated at each source that repeat periodically, and then are relayed through pre-defined multi-hop

paths. Fig. 2.1 (b) shows an arbitrary message scheduling for this topology configuration when

using only 4 of the maximum 16 available (i.e. non-blacklisted) channels in TSCH.

In Fig. 2.1 (b) it can be observed how the first of these flows, f1, repeats at each time slot

using different channels (see the light-blue box with recurrent transmissions from node 1 to the

gateway, i.e. [1-GW]). The other two flows, f2 and f3, only repeat after the corresponding flow’s

first message has been delivered. Note Fig. 2.1 (b) is only an arbitrary section of the continuous

operation of the network, thus a larger schedule portion will show a diagram that repeats such

transmissions using a pseudo-random channel assignment. Note this process although pseudo-

random do to not influence the timing predictability properties of TSCH [85].

In a nutshell, with this example, we aim to illustrate how a simple configuration can work from

the temporal point of view of scheduling in a small-scale mesh network. A larger wireless network

configuration involving more flows with overlapping paths is visually similar but not trivial to set,

especially if dealing with priority-driven and deadline-constrained flows. Later in this thesis, we

provide in-depth discussions of this challenge from the perspective of network design for real-time

communication, particularly when resorting to the EDF real-time scheduling policy.
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Figure 2.2: The frame configuration for the topology and flows in Fig. 2.1(a) when using a TDMA

with global synchronization (top) and the RA-TDMA round which uses a clockless synchroniza-

tion (bottom). The figure highlight differences in terms of delay compensation at the next round.

Illustrative Example: RA-TDMA. Fig. 2.2 presents a scheduling example for RA-TDMA work-

ing on the previous network topology and flows setting. On top, Fig. 2.2 shows an ideal case for

RA-TDMA with no delays (i.e. deviations from the expected transmission time at each slot) which

reduces RA-TDMA to a classical TDMA scheme with global synchronization. This is alike to the

TSCH MAC using only one RF channel. On the bottom, Fig. 2.2 shows a particular situation when

both slot 1 and slot 3 suffer delays at each slot. This is a toy example of the RA-TDMA relative

synchronization. It illustrates how the protocol adaptation works by using the maximum of these

delays to then postpone the start of the next transmission round (only if greater than a maximum

delay factor, ∆). Particularly, in this case, the delay at the slot 3 (δ3) is greater than the delay at the

slot 1 (δ1), while the other slots do not present deviations from the expected transmission times.

Thus, δ3 is used to delay the next TDMA round.

Note that in both cases transmissions are set at the beginning of the slot, maximizing the sepa-

ration between them to minimize contention (due to the underlying CSMA/CA). This means each

slot is used only partially by the node’s transmission, letting the unused part for uncontrolled traf-

fic. Moreover, consider that at each slot, all node’s data is piggybacked into a single packet. Note

also that RA-TDMA operates with a predefined value for the TDMA round period, which is the

same for all transmitting nodes. This period, denoted as Tup, set both the temporal resolution and

responsiveness of global communication [86]. RA-TDMA divides Tup equally into N consecutive

time slots, each of them assigned to each of the N transmitting nodes in the network. In this ex-

ample, the gateway is set to receive messages only, thus the TDMA round is set to N = 6 slots.

Accordingly, the duration of each time slot can be computed as tslot =
Tup

N
.

Different variants of RA-TDMA are available in the literature, including adaptations for ve-

hicular platooning applications [87] and multi-hop relay streaming over aerial drones [88]. These

schemes although offering appealing features for our target applications are no part of the current

work. The main intention of including RA-TDMA at this point is to show roughly how an overlay

TDMA protocol can enforce deterministic behavior over WiFi. That being said, we make clear our

research efforts on the real-time communication part only focus on TSCH networks, yet assum-

ing the ideas can be extended to RA-TDMA in the future. In the simplest case, this can be done

straightforwardly by considering RA-TDMA operates under a global synchronization scheme.
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Figure 2.3: A toy example of the RA-TDMAs+ topology tracking for a mesh with 3 nodes [14].

The figure shows the evolution of the adjacency matrix connectivity by highlighting in yellow the

pair of nodes (row-column pair) connected by a link at different time instants. It also contrasts the

case of a line topology and a mesh topology from a given starting point (i.e. topology).

2.1.3 Network Layer

The main responsibility of the network layer is to enable the interconnection between different

network entities. The routing, i.e. the mechanism allowing to determine the best paths for the data

to travel - within and outside the network - is a key aspect of the network layer. Specifically, we

consider networks that when scale become mesh networks, where data flows travel using multi-hop

paths. This implies the knowledge of the network topology (i.e. beyond direct neighbors of each

node) is relevant for routing mechanisms, e.g. to planning efficient routes in advance.

Particularly, since in this dissertation we aim to improve real-time communication by design,

we focus on the class of routing known as source routing which allows providing (or designing)

the full path at the source node beforehand. Moreover, since we are also dealing with wireless

networks which may change the topology due to (stationary) link dynamics, we also assume this

topology is maintained, e.g. by means of a topology tracking algorithm [89; 14; 90].

2.1.3.1 Mesh Topology Tracking

Even in static networks, the topology can change e.g. due to link quality variations. If the network

topology is stable, changes can be seen as slow, e.g. when compared with the periodicity of packet

transmissions or the instantaneous fluctuations of the signal. Still, these changes can influence

the length of the routing paths, and in turn impact, e.g. real-time communication performance.

Keeping track of these changes is thus essential not only for routing, but also for other network

design strategies resorting to spectral properties of the network (i.e. topological).

Here, we do not advocate for a specific topology tracking algorithm, yet we emphasize on

the importance of such a method for our research direction. Concretely, we rely on approaches

encoding network connectivity as an adjacency matrix since mathematically convenient for both

the routing and network design methods proposed later in this thesis.

As an example, we illustrate in Fig. 2.3, the temporal evolution of the topology tracking algo-

rithm associated to RA-TDMA (as described in [14]). The output matrix is shown graphically in
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the figure by colouring in yellow the cells in which the row-column pair indicates an active link,

i.e. equivalent to a logical true value. In the case of RA-TDMA, this matrix allows to determine

the length of the TDMA round, and in turn, the order and number of the slots and transmissions.

For brevity reasons, we do not provide further details on the operation of this method, nor for

other methods, e.g. applicable to TSCH or LoRa. We yet further emphasize the general relevance

of this service to realize our vision of real-time over-water mesh networks.

2.2 Part I: Overwater Communication

2.2.1 Preliminaries

We adopt the two-ray propagation model as the primary prediction method for modeling large-

scale fading dynamics in overwater RF links affected by tides. While we recognize the existence

of other alternatives, we advocate for the use of two-ray due to its simplicity and foundational basis

to describe the dominant impact of (water) surface reflections on average path loss performance.

We also deem as important in this model the explicit consideration of the antenna height parameter

as relevant for modeling the water level variation due to tides. We further argue that additional

propagation phenomena, e.g. small-scale fading, can be added later, on top of the two-ray-based

modeling efforts conducted in this thesis. That being said, we focus in this chapter on providing

specific background for LOS overwater links in shore-to-shore (S2S) and shore-to-vessel (S2V)

communication scenarios. We thus revisit the two-ray model fundamentals when taking into ac-

count both these cases and the impact of tides.

In the following, we include a number of expressions that represent the common modeling

framework for Chapters 3, 4, and 5. Alternate expressions (e.g. in terms of path loss) are presented

in each chapter, when applicable. Comments on the challenges for the two-ray model when applied

to intertidal zones are also included below, for completeness.

2.2.2 The Two-Ray Model

The two-ray propagation model [79; 80] assumes the average path loss trend of a LOS link affected

by multipath fading is dominated by a single surface reflection. This implies the received signal

�

dlos

dref  = dref A + dref B 

dref A dref B 

d

ht

hr

Reflection point

Figure 2.4: The classical two-ray model showing (1) the direct line-of-sight (LoS) path, and (2)

the ray reflected on the surface. It also highlights the notion of reflection point.
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strength can be computed as the vectorial summation of only two copies of the same transmitted

signal that arrive simultaneously at the receiver following two different paths. The first ray follows

a direct LOS path between the transmitter and the receiver, and the second one, an indirect path

reflected by the surface (Fig. 2.4). The length of the reflected ray (dre f = dre f A + dre f B) is longer

than the length of the direct path (dlos), and thus a phase shift ∆φ = 2π(dlos − dre f )/λ exists

between the two copies of the received signal, where λ = c/ f is the wavelength, c the speed of

light and f the operating frequency.

Formally, the two-ray model can be expressed in terms of the average received power Pr [79]

as in Eq. 2.1, where Pt is the transmit power and Gt and Gr are the transmitter and receiver antenna

gains, respectively.

Pr = PtGtGr

[

λ

4πd

]2∣
∣
∣
∣

1

dlos

+Γ
e− j∆φ

dre f

∣
∣
∣
∣

2

(2.1)

The parameter Γ is the Fresnel reflection coefficient given by Eq. 2.2.

Γ =
sin(θ)−Z

sin(θ)+Z
(2.2)

The parameter Z is given by Eq. 2.3, where εr is the relative permittivity or dielectric constant of

the reflective medium (e.g. ground or water) and θ is the angle of incidence of the ray reflected

from the surface.

Z =







√

εr − cos2 θ/εr for vertical polarization
√

εr − cos2 θ for horizontal polarization
(2.3)

From simple geometry, the angle θ can be computed using Eq. 2.4, where d is the horizontal

link distance, and ht and hr denote the respective transmitter and receiver antenna heights.

θ = arctan

(

ht +hr

d

)

(2.4)

Similarly, the path lengths dlos and dre f can be calculated with Eqs. 2.5 and 2.6.

dlos =
√

d2 +(ht −hr)2 (2.5)

dre f =
√

d2 +(ht +hr)2 (2.6)

2.2.2.1 Two-ray Model Over Tidal Waters

From the two-ray model perspective, the rise and fall of water levels will impact the link geometry

whenever at least one of the (relative) antenna heights to the surface is modified by the impact of

tides. This can be interpreted as the influence of a water level variation ∆h that shifts either ht ,

hr, or both, depending on whether it is an S2S or an S2V link scenario, as shown in Fig. 2.5(a)

and Fig. 2.5(b), respectively. This, in turn, implies the angle of incidence and the lengths of the
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Figure 2.5: Two-ray model geometry for the (a) shore-to-shore and (b) shore-to-vessel link sce-

narios when influenced by a water level variation of ∆k. Both pictures highlight in blue the corre-

sponding direct and/or indirect rays being influenced by the water level shift.

two-ray paths, i.e., θ , dlos and dre f , can also vary as a consequence of tides (∆h), but differently

for each scenario, as follows.

Shore-to-Shore (S2S). In this case, both transmitter and receiver nodes are assumed as static

onshore. This presumes the ±|∆h| variations on the water level (along the link path) shift both

height terminals simultaneously, and by the same shift amount. This implies ∆h induces variations

on the values of θ and dre f , but not on dlos, which remains unchanged due to the shifts getting

canceled after incorporating them into the expression of dlos (see Table 2.1).

Shore-to-Vessel (S2V). In this case, only one of the nodes is onshore while the other is on water

(e.g., a vessel or buoy). This implies ∆h only influences the relative height of the onshore antenna

ht , but not hr that remains constant w.r.t the water surface1. This, in turn, induces variations on all

the geometrical parameters of the link, i.e., θ , dlos and dre f , in contrast with the S2S case.

2.2.2.2 Reflection Point over Tidal Waters

The reflection point is a fundamental concept in the two-ray model geometry being defined as the

distance w.r.t. the receiver side at which the second ray touches the reflective surface (see Fig. 2.4).

This concept is often left aside from conventional discussions on two-ray propagation modeling

since typically invariant, given the common assumption of having a flat and static (ground) reflect-

ing surface. Formally, it can be computed with Eq. 2.7, where d is the link distance, and ht and hr

are respectively the Tx and Rx antenna heights.

RP = d

(

1−
ht

ht +hr

)

(2.7)

For the case of RF links over tidal waters, Eq. 2.7 can be trivially extended by considering

either ht , hr, or both, being affected by a water-level variation ∆h depending on whether it is an

S2S or S2V link scenario, as summarized in Table 2.1.

1Note that the Tx-Rx convention defining the Tx onshore and the Rx on water (or vice-versa) is arbitrary, and thus,

it doesn’t impact the geometry.
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Table 2.1: Two-ray model geometry when incorporating ∆h.

Variable Shore-to-Shore (S2S) Shore-to-Vessel (S2V)

ht ht +∆h ht +∆h

hr hr +∆h hr

θ arctan

(

(ht+∆h) (hr+∆h)
d

)

arctan

(

(ht+∆h) hr

d

)

dlos

√

d2 +(ht −hr)2
√

d2 +(ht −hr +∆h)2

dre f

√

d2 +(ht +hr +2∆h)2
√

d2 +(ht +hr +∆h)2

RP d

(

1− ht+∆h

ht+hr+2∆h

)

d

(

1− ht+∆h

ht+hr+∆h

)

2.2.2.3 Reflection Point falling within the Intertidal Zone

When the RF links are deployed over tidal environments, the reflection point may fall within the

intertidal zone. This implies a dual condition for the reflection point, which is the possibility of

falling on 1) water or 2) soil as a function of the tide. While the former case is equivalent to the

one summarized in Table 2.1, the latter imposes a static definition that may not necessarily fall on

flat terrain, nor on a surface of the same altitude as the average water level in the estuary. This

not only influences the geometry, but also the dielectric properties of the composite medium (e.g.

permittivity), which do not present a constant behavior throughout the day [91; 92; 93], but vary

depending on the floods and ebbs. The overall situation entails extra considerations on the two-ray

channel modeling, which have not been addressed by conventional approaches.

2.2.3 Related Work

The relevant state-of-the-art works have been classified into three categories: i) tidal fading, ii)

intertidal zones and iii) RF propagation over mixed/water land paths. While the literature on RF

propagation for maritime communication is much broader (see e.g. the review papers in [37; 38]),

we restricted the interest of this section to those efforts matching more closely the distinguishing

aspects of our research direction, i.e. the impact of tides and the intertidal zone in RF signal prop-

agation. Likewise, despite not considering literature beyond the maritime domain, we recognize

the existence of further research proposing related procedures or methodologies in specific envi-

ronments (e.g., mountains [94; 95]) that exploit local conditions (e.g. terrain profile) for improved

path-loss estimation.

2.2.3.1 Tidal Fading

Wireless RF propagation in water environments is known to be affected by multiple factors [37; 38]

including the natural oscillations of the water surface. Specifically, tides and waves are among the

most common phenomena heavily affecting RF propagation due to the changes in the water level.

While prior literature has recognized and addressed this situation (e.g.,[68; 69; 96; 97; 73; 55; 48])

several gaps from the perspective of channel modeling and characterization are still open.
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Tides, particularly, can lead to a severe but barely explored condition known as tidal fad-

ing [68], i.e. path loss changes induced by the varying (relative) antenna heights of the nodes w.r.t.

the surface resulting from the recurrent influence of floods and ebbs. Despite some aspects of

this phenomenon having been effectively described by the two-ray model (e.g. [67; 98]), further

investigations on diverse environmental settings (e.g., estuaries), using emerging communication

technologies (e.g., LoRa) and/or incorporating precise tidal modeling methods, are still scarce.

Traditionally, research reporting and/or mitigating tidal fading have typically focused on kilo-

metric RF links [68; 69; 67; 98; 96; 99], often using antennas installed at several meters above

surface. This is in contrast with the current trend in IoT-driven application scenarios (e.g., water-

quality monitoring, flooding prevention, etc.), which often require (shorter) links at near-shore

with antennas relatively close to the surface [100; 101]. These different implementation settings

imply tides can induce changes in the water level that are in the order of magnitude of the antenna

height, possibly intensifying tidal fading and other propagation effects. Although being addressed

by a few works in the literature [40; 100], this issue has been largely ignored in practice and thus

represents one of the main targets of our research.

2.2.3.2 Intertidal Zones

Tidal environments such as estuaries and their surrounding wetlands offer distinctive water dy-

namics (e.g., due to shallow water tides or intertidal zones) that deserve dedicated RF propagation

studies. Specifically, the intertidal zone, i.e. the area within the (estuarine) shoreline that is sub-

merged by water during the high tide and then becomes unveiled during the low tide [60], may

pose difficult challenges to channel modeling and characterization. Though a few works have al-

ready demonstrated its impact on different aspects of wireless communications (e.g., link quality

estimation [102], energy consumption [103], or time-synchronization [104]), these prior works

considered communicating nodes deployed at the ground level, which become covered by water

during the high tide, in contrast to our research. These works offer little insight into the path loss

dynamics occurring above the intertidal zone, which is our major concern.

2.2.3.3 RF Propagation over Mixed Water/Land Paths

The case of intertidal zones entails a challenging and unusual condition for channel modeling

which is to have a dynamic water/land portion along the link path continuously changing according

to the tide. This situation, as far as we know, has been addressed only partially by a few works

modeling RF signal propagation over the so-called mixed water/land paths [105; 106; 107; 108].

While these works show ideas resembling our geometrical analysis of the direct and reflected

ray using different reflection coefficients depending on where the reflection occurs, they did not

consider important challenges such as tidal fading or intertidal zones. The work in [107] assumes

that the river level can take different values along the day, thus having an effect on the radio

modeling. Still, their analysis focused on a kilometric link using antennas of up to 200 m high, in

contrast to our research. By comparison, our work is more general and challenging since targeting
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path loss modeling over dynamic mixed water/land paths that change their physical properties

during the day depending on the tide, e.g., from a relatively flat (water) surface with varying level

to a possibly rough (soil) surface of varying moisture and specific terrain profile. Without loss

of generality, our research could be straightforwardly applied to different types of tide-induced

environments for which tides and bathymetry are known.

2.3 Part II: Real-Time Communication

2.3.1 Preliminaries

We adopt a multi-channel TDMA framework to support real-time wireless communication in

(overwater) wireless mesh networks. The model is most suitable for TSCH since directly mapped

to account for its salient features such as multiple channels and time-slotted globally synchronized

operation. The framework is also applicable to any other multi-channel (or single-channel) TDMA

framework with the natural adaptation in terms of the size of the time slot, number of channels,

among other details. That being said, the framework can be applied, e.g. to the RA-TDMA WiFi-

based overlay introduced before, by considering a stationary operation with specific time slots and

one channel. While we do not support any particular protocol adaptation for LoRa mesh networks,

we recognize the existence of many ongoing efforts in this direction (see e.g, [40]). We only stress

the need for a framework enabling time-triggered communication with global synchronization.

On top of this framework, we consider single packet transmissions at each slot and centralized

network management. In particular, the cornerstone network functions such as scheduling and

routing are assumed to be globally handled. In terms of scheduling, we advocate for the use of

EDF, due to its superior performance when compared with other classical priority-driven real-time

methods. In terms of routing, we assume standard shortest-path operation (e.g. based on Dijkstra)

as still common in many practical and academic studies. A tailored routing scheme is part of the

contribution of this thesis in Chapter 8.

In terms of gateway designation, we do not consider any specific approach since finding suit-

able methods for it is part of the research challenges to be addressed in this thesis. We only assume

the existence of one or multiple gateways. Moreover, although throughout the dissertation we con-

sistently use the term gateway to refer to nodes enabling seamless communication with external

entities (e.g. a host application), the problem to be addressed assumes gateways also play the role

of sinks (or even EDGE-computing nodes), therefore are also used to centrally (and timely) gather

data transmissions from source nodes, e.g. for further processing or storage. We finally emphasize

the gateway designation is supposed to be a process orthogonal to the modeling framework and

thus can be treated and discussed separately.

The network, flow, and performance models described in the following represent a common

framework for the research presented in Chapters 6, 7, and 8, on real-time communication.
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2.3.2 Real-Time Network, Flow and Performance Models

2.3.2.1 Network Model

The wireless sensor network is abstracted as an undirected graph G = (V,E) where V is the set of

vertices or nodes and E is the set of edges or links between those nodes. The order of the graph G

is denoted as N = |V |, of which a set of N −k nodes act as field nodes (e.g. sensors) while the rest

of k nodes are designated as gateways. All nodes can perform the sensing, relaying or gateway

functions and are connected wirelessly forming a wireless mesh network (see Fig. 1.1). We also

assume full knowledge of the network topology (i.e. the graph G) in the form of an adjacency

matrix representing binary connectivity with lossless links. Topology tracking can be assumed as

a native in-built centralized service that can be further implemented, e.g., as in [14].

Multiple access is governed using a TSCH-like protocol which uses fixed-size TDMA slots

combined with multi-channel hopping. TSCH allows concurrent transmissions over up to m = 16

different radio-frequency channels with global synchronization. A time slot interval, here ts = 10

ms, allows the transmission of a single packet and receiving the corresponding acknowledgment.

2.3.2.2 Flow Model

We consider a subset of n f N − k field nodes as sensor nodes (sources), thus required to transmit

periodically their sensing data toward any of the k designated gateways (destinations). These mes-

sages need to reach their corresponding gateways before specific timing constraints, i.e. deadlines.

We denote as F = { f1, f2, . . . , fn} the set n of real-time flows potentially transmitting an infinite

number of deadline-constrained messages, periodically. Each of the n flows is characterized by

a 4-parameter tuple (Ci,Di,Ti,φi), where Ci represents the transmission time between the source

node si and any of the k gateway destinations. Ti is the transmission period, Di is the (relative)

deadline, and φi is the multi-hop routing path. The γ th transmission of each periodic flow fi is

released at time ri,γ such that Ti = ri,γ+1 − ri,γ . Then, according to the EDF scheduling policy,

each of these flow instances fi,γ is constrained to reach the gateway before its absolute deadline

[di,γ = ri,γ +Di].

2.3.2.3 Performance Model

We consider the schedulability assessment framework in [30] to evaluate the real-time perfor-

mance of our TSCH-like network under global EDF. The performance evaluation method is a

state-of-the-art supply/demand-based schedulability test leveraging the concept of forced-forward

demand-bound function (FF-DBF) [109] from multiprocessor scheduling theory. Essentially, this

method evaluates if the supply-bound function (SBF), here the minimal transmission capacity of-

fered by an RT-WSN with m channels, is equal or larger than the upper-bound of the FF-DBF

network demand when adapted to WSNs (FF-DBF-WSN) [31].
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Formally, Eq. (2.8) presents the traffic schedulability test for RT-WSNs, where sbf(ℓ) is such

that satisfies the conditions in (2.9), and the FF-DBF-WSN is defined in Eq. (2.10).

FF-DBF-WSN(ℓ)f sbf(ℓ), ∀ℓg 0. (2.8)

sbf(0) = 0' sbf(ℓ+h)− sbf(ℓ)f m×h,∀ℓ,h g 0. (2.9)

FF-DBF-WSN(ℓ) =

CHANNEL CONTENTION
︷ ︸︸ ︷

1

m

n

∑
i=1

FF-DBF( fi, ℓ) +

TRANSMISSION CONFLICTS
︷ ︸︸ ︷

n

∑
i, j=1

(

∆i, j ·max
{⌈ ℓ

Ti

⌉

,
⌈ ℓ

Tj

⌉})

(2.10)

Note that the expression for FF-DBF-WSN is composed by two terms, namely, i) channel con-

tention and ii) transmission conflicts. The former - in the left parcel of (2.10) - represents the

mutual exclusive condition for allocating concurrent transmissions on multiple channels, equiv-

alent to the FF-DBF expression for multiprocessors scheduling [109]. The latter – in the right

parcel of (2.10) – models the delay contribution due to multiple flows encountering at a common

half-duplex node. Eq. (2.11) defines ∆i, j as a delay factor representing the node-path overlapping

between any pair of flows fi and f j ∈ F (with i ̸= j), as in [110].

∆i, j =
δ (i j)

∑
α=1

Lenα(i j)−
δ ′(i j)

∑
β=1

(Lenβ (i j)−3) (2.11)

where δ (i j) is the total number of overlaps between flows fi and f j of which δ ′(i j) are the ones

larger than 3. The length of the α th and β th path overlaps between fi and f j are termed Lenα(i j)

and Lenβ (i j), respectively, with α ∈ [1,δ (i j)] and β ∈ [1,δ ′(i j)]. Note that this expression con-

siders the fact that after 3 hops slots can be reused, not causing further transmission conflicts.

2.3.3 Related Work

2.3.3.1 Single-Gateway Designation

Prior work has addressed the problem of how to properly designate a node for the role of gate-

way, i.e. among the existing nodes in the infrastructure, to choose the one which is more suitable

according to a given key performance indicator. These works have often targeted specific metrics

such as energy efficiency [111], timeliness [112], etc., or composite trade-offs [113], e.g. with the

goal of reducing load and interference[114]. Moreover, a great part of related work has consid-

ered optimization-based problems [115], yet often relying on positions or distance-based inputs to

find a suitable solution. This, however, is typically deemed as a different problem called gateway

placement. Conversely, in our research, we capitalize on the concept of network centrality from

graph mining to propose a (position-agnostic) centrality-driven gateway designation method for

real-time WSNs with improved performance in terms of schedulability. The concept of network

centrality has been widely applied in previous research on wireless networks to solve several prob-

lems, namely, for information dissemination in Delay-Tolerant Networks (DTN) [116] or for re-

ducing traffic congestion in Information-Centric Networking (ICN) [117] to improve, for instance,
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caching and content delivery. Centrality has also been applied in wireless networks for network

modeling or protocol design, e.g. for routing [118], topology control [119], security [120], among

others. Nevertheless, the notion of centrality for gateway designation has been considered in few

works only (e.g. [112]). Specifically, Xing et al. [112] proposed a method for gateway designation

for improving information timeliness, although close to our research, without explicitly targeting

real-time performance guarantees, e.g. worst-case end-to-end delays or schedulability.

2.3.3.2 Multi-gateway designation.

Previous works in the literature have demonstrated that using multiple sinks or gateways increases

parallelization of flows and improves traffic timeliness in WSNs (e.g. [121; 122]). Similarly,

several studies (e.g. [123][124]) in the field have focused on the problem of selecting a subset

of nodes as gateways for a WSN. Chen et al. [123], for example, have shown that the minimum

gateway designation problem with latency and reliability guarantees in a TSCH network is NP-

hard. The authors proposed a method to address this problem that jointly considers RPL routing

and DeTAS [125] scheduling, but they didn’t target schedulability. Dobslaw et al. [124] explicitly

addressed schedulability as a QoS constraint by proposing a complete cross-layer configuration for

industrial WSN that considers, among others, the possibility of adding multiple sinks. This work

- as many others in related literature - relied on actual node positions for finding an appropriate

gateway or sink designation/placement, in this case, based on the popular k-means clustering.

This approach, however, is not applicable when physical positions are unknown, and when the

only information available is the logical network topology; as in our case. Other studies have

addressed alike problems (e.g. [126; 127]), either from the perspective of clustering and/or from

the viewpoint of multi-sink placement, targeting common delay or reliability issues; yet, often

ignoring the cornerstone aspect of real-time performance, i.e. schedulability, and/or assuming a

match among physical and logical topologies. In contrast, our research tackles these downsides

by relying on topological information only - in the form of an adjacency matrix - to designate

multiple gateways in real-time WSNs while still resorting to the concept of network centrality.

2.3.3.3 Real-Time Routing

Theoretical and empirical studies for modeling and assessing the real-time performance of multi-

channel TDMA networks have been discussed in recent literature, e.g., [128; 129; 130; 131], usu-

ally having as the main focus priority-based packet scheduling algorithms. The span of analytical

works includes the design of methods based on response-time analysis [128], supply/demand-

based tests [110], network calculus [132], etc., often deriving theoretical/empirical bounds at-

tempting to guarantee worst-case real-time network performance. Both fixed-priority (e.g. RM)

and dynamic-priority schedulers (e.g. EDF) have been covered, often assuming a standard be-

haviour for the rest of network features, e.g., routing. While for routing there are many works in

the literature of TSCH-like globally synchronized networks [133], only a few of them fit into the

class of real-time wireless routing [134], i.e., tailored routing methods aiming to enhance and/or
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guarantee the real-time performance of wireless networks. Particularly, Wu et al. [134] made a

step ahead in this direction by proposing a conflict-aware real-time routing for WirelessHART

networks under a fixed-priority policy, but they did not address dynamic-priority schedulers. Con-

versely, we advocate for the use of EDF, in conjunction with our minimal-overlap real-time routing

scheme. While by reducing overlaps we also diminish worst-case conflict delays, as in [134], our

approach does not generate the routes one by one until they become schedulable, as in [134].

Instead, we offer a set of optimized routes which, overall, reduces overlaps to improve schedu-

lability. Note also that we support the use of this routing method jointly with a centrality-driven

gateway designation method to further improve real-time performance; as no other work in the

literature.

2.4 Summary & Concluding Remarks

This chapter has provided essential background for the remaining of this dissertation. We have

included general definitions to contextualize our research directions, as well as specific theoretical

frameworks common to each of the two main parts of this thesis: overwater and real-time.

In terms of the general background, we have also clarified the scope of this thesis in terms of

physical, data-link and network layer fundamentals which are most relevant for our research.

• At the physical layer, we provided notions on overwater RF propagation and limited our

dissertation to the large-scale fading effect of path loss.

• At the data-link level, we support a predictable network operation by means of a globally

time-synchronized framework, e.g. using a single- or multi-channel TDMA MAC. We also

support the use of the EDF real-time policy for scheduling all transmissions.

• At the network layer, we have assumed a standard (source) routing operation, e.g. using

shortest paths. We are also constrained by the full knowledge of logical network connectiv-

ity, e.g. implemented by means of a topology tracking or maintenance algorithm.

We have also provided specific background in overwater propagation where we established

the two-ray as the fundamental tool to be used to model the impact of tides on overwater links.

In this direction, we revisited the classical expressions of the two-ray model both shore-to-shore

and shore-to-vessel scenarios. These expressions represent a common framework for the chan-

nel modeling and characterization efforts in Chapter 3, as well as for the proposal of the design

methods and methodology in Chapter 4 and Chapter 5, respectively.

Similarly, we have also discussed specific background on real-time communication. In these

terms, we defined common modeling basis for the network, flows and performance evaluation,

using a real-time systems perspective. This common framework is used later in our synthetic

simulation studies for gateway designation in Chapter 6 and Chapter 7, and for our real-time

routing proposal in Chapter 8. Note we have not discussed centrality here since included then in

the specific chapters where the idea of centrality-driven gateway designation is introduced.
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Finally, we have also discussed a selection of relevant works in the literature for each of the

core parts of the thesis, i.e. overwater and real-time communication, respectively. The first part

included three categories of closely related work on overwater communication, particularly cover-

ing research on tidal fading, intertidal zones, and RF propagation over mixed water/land paths. We

focused on these categories since they represent our main research targets in overwater commu-

nication. The second part reviewed literature on real-time communication focusing on the topics

of single gateway designation, multi-gateway designation and real-time routing. Overall, offering

essential basis to better understand and contextualize the work in this thesis.
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Chapter 3

Modeling & Characterization for

Overwater Links affected by Tides

In this chapter, we investigate overwater RF propagation from the perspective of channel modeling

and characterization. We focus on large-scale fading dynamics due to the impact of tides, and

more specifically, on how a modeling approach based on the two-ray propagation model can be

useful to characterize this effect. We consider links of short to medium range distance (of up to

1 km) with antennas at a few meters above the surface, particularly, when different antenna heights

and/or type of antenna polarization are employed. Analytical results for this configuration show

the performance of overwater links may be better with lower antennas than higher antennas as

well as with one polarization or the other, intuitively, during part of the tidal cycle. Experimental

results from shore-to-shore overwater links operating in the 2.4 GHz RF band show considerable

consistency between measurements and model estimates, leading us to conclude the two-ray model

may bring benefits when applied to network design over tidal waters; our end goal.

Most material included in this chapter is derived from the following scientific publications:

■ M. G. Gaitán, L. Pinto, P. Santos and L. Almeida, "On the Two-Ray Model Analysis of

Overwater Links with Tidal Variations", in INForum 2019 [7].

■ M. G. Gaitán, P. Santos, L. Pinto and L. Almeida, "Experimental evaluation of the two-ray

model for near-shore WiFi-based network systems design", in IEEE VTC2020-Spring [6].

3.1 Problem Overview

We leverage the common understanding in RF propagation which deems the two-ray model as one

of the effective tools to predict large-scale fading dynamics over water scenarios [37]. While most

of existing research has focused on long-range communication, we conjecture the geometrical and

physical principles of the two-ray model can also be applied to short/medium range settings, even

when using antennas close (or very close) to the surface. In this direction, we aim to understand

28
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Figure 3.1: A shore-to-shore overwater link showing parameters according to the two-ray model.

and verify how water level shifts in the order of the antenna heights (e.g. due to tides) can influence

link quality, given the limited distance/height setting of operations.

In the following, we resort to an illustrative example for a shore-to-shore overwater link to

better describe the channel modeling and characterization factors we are taking into account.

Illustrative example. Fig. 3.2 shows results for the two-ray model assuming a shore-to-shore

scenario as the one presented in Fig. 3.1. We consider the case when both transmitter and receiver

antennas are at the same height (i.e. ht = hr = h0) w.r.t. an average water level, and we analyze

this setting for link distances within the range of 10m to 1000m. We do not explicitly consider

the water level variation ∆ (in Fig. 3.1) influencing the surface reference, yet we analyze the case

when using two different antenna heights, i.e. 2m and 3m. This setting is somehow equivalent

to the situation of having a shore-to-shore link with equal antenna heights, either 2m or 3m, but

when being influenced by an upward or downward water level shift of ∆ = 1m, respectively.

Figure 3.2: Two-ray model showing that received power is affected by both the link distance and

the antenna height (h0) relative to the reflective surface.
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In the following, we provide some observations related to this particular setting, with a focus

on the shift/impact of antenna heights, e.g. due to tides.

• i) The shift of deep fades. It can be seen that a small variation in antenna heights (i.e. 1m)

can be translated into a shift in the position of deep fades or nulls on the x-axis. A similar

effect occurs with the maximum signal strength (peaks) which also shifts on the x-axis due

to the same reason. This suggests tides may produce alike dynamics but on a temporal basis.

• iii) Break point distance. After the last null of each curve, we can see a change of

trend/slope in path losses; after a point called break point distance or dbreak. We observe

that a shorter antenna height shows a shorter break point distance. We recall that after dbreak

path loss decay is more accentuated, thus worse (on average) than if being in the nulls re-

gion.

• ii) The density of nulls. The number of nulls along the link path is visually greater for the

higher than for the lower height. This suggests a more steady and better signal behavior

(on average) for the lower antenna heights; at least until the break point distance. This is

opposed to the common design principle of having antennas at the largest feasible height.

• iii) Complementary behavior. At some distances, one antenna configuration may present

a null while the other is at a peak or at a higher signal strength level. This, of course, enables

complementary (or spatial diversity) opportunities for improving signal quality.

Discussion. While the above observations are certainly somehow part of prior propagation studies,

wireless link practitioners often do not take into account all of them together, especially when

deploying RF links over tidal waters. The shift of nulls, e.g., although graphically trivial, does not

necessarily offer trivial dynamics from the temporal viewpoint. Similarly, the dbreak although more

commonly considered as a link design parameter, it is often assumed to be static, an assumption

that does not hold true when links are influenced by a shift in antenna heights, e.g. due to tides.

The density or number of nulls, although relevant for the overall stability of link quality is not

always explicitly considered by prior research. Since most efforts focus on long-range communi-

cation, links often operate beyond the nulls region (i.e. after dbreak), and thus this factor is typically

ignored. However, as we could see in the illustrative example. a lower antenna height looks to be

less prone to suffer nulls or deep fades if evaluated over a full span of distance or height values.

This can be important, e.g., when accounting for the average attenuation experienced over a full

tidal cycle, or equivalently, over a complete span of distances along the link path.

While spatial diversity has been traditionally used to counteract such a kind of issues, this

technique is often engineered to be effective at a given worst-case instant (e.g. between two

extreme antenna heights) but not necessarily along a full gamut of distance/height values.

In the following, we present analytical and empirical results related to the impact of shifts in

antenna heights on shore-to-shore overwater RF links. The material, although yet initial, offers

crucial modeling and characterization insights for the contributions in the next chapters.
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Organization. The rest of this chapter is organized as follows. Section 3.2 presents analytical

results based on the two-ray model for shore-to-shore overwater links affected by tides. Section 3.3

offers an experimental evaluation of the two-ray model over a given set of link distances and two

antenna heights. Section 3.4 provides concluding remarks.

3.2 Analytical Results: Antenna Height & Polarization

In this section, we aim to assess the impact of antenna height and polarization on the path loss

performance of overwater links during a full tidal cycle. We perform this assessment from the

perspective of the two-ray propagation model with output in terms of received power given the

more practical usage of this measure. We target links of short and medium-range distances with

antennas at a few meters above surface. We consider this link configuration due to its particularly

challenging conditions when in presence of tides. We note that, in general, shorter link distances

are more prone to the occurrence deep fades or nulls than longer distances, while low antenna

heights, in the order of magnitude of the tides, may intensify this effect.

3.2.1 Simulation Setup

We consider shore-to-shore RF links as those in Fig. 3.1 using either vertically or horizontally

polarized antennas. We assume these links operate in the 2.4 GHz RF band (e.g., common for

WiFi, TSCH or LoRa) over a reflective medium with relative permittivity set to εr = 81 (typical

value for sea/fresh water) [80]). We also consider two link distances, d = 100m and d = 200m,

and two nominal antenna heights, h0 = 2m and h0 = 3m, for both transmitter and receiver, i.e.

h0 = ht = hr. Nominal heights are measured w.r.t. an average water level, then influenced by tides.

We assume the water surface fluctuates due to tides ∆ = 1.25m above and below the average

water level, following a cosine function along a full tide cycle. As result, the relative antennas

heights to the water surface can be represented mathematically as follows:

h(t) = h0 +∆cos(2πt/100),∀t ∈ [0,100] (3.1)

For clarity, note that this setup offers parametric inputs only then used by simply writing and

then running the two-ray model equation with tides in MATLAB.

3.2.2 Simulation Results

Fig. 3.3 and Fig. 3.4 show the results for the power received in dB for both vertical (top) and

horizontal (middle) polarization when using antenna heights fixed to h0 = 2m (blue) and h0 =

3m (red), with link distance of d = 100 and d = 200, respectively. Both figures also show the

amplitude of the (instantaneous) relative antenna heights (bottom) with respect to the water surface

as a function of the progress on the tidal cycle.

These results reveal vertical polarization (top) manifests significant dips in the received power

for both antenna heights as a consequence of variations in the water level; a phenomenon also



Modeling & Characterization for Overwater Links affected by Tides 32

vertical polarization

horizontal polarization

Figure 3.3: Power received at d = 100m for vertical (top) and horizontal (middle) polarization,

and relative antenna height to the surface h(t) (bottom) along a tidal cycle.

vertical polarization

horizontal polarization

Figure 3.4: Power received at d = 200m for vertical (top) and horizontal (middle) polarization,

and relative antenna height to the surface h(t) (bottom) along a tidal cycle.

known as tidal fading [67]. Interestingly, the number of the dips (and thus the percentage of the

time the dips degrade the received power) is higher for the case of antennas being placed higher.

This is consistent with previous observations in terms of the density of deep fades. Concretely,

Fig. 3.3 shows only two dips for the case of h0 = 2m and four dips for the case of h0 = 3m.

Similarly, Fig. 3.4 shows one dip for h0 = 3m but only slight degradation due to tides for h0 = 2m,

which suggest this latter configuration falls after the region where so-called nulls or deep fades

occur, i.e. dbreak. Moreover, in both cases, Fig. 3.3 and Fig. 3.4 show long and continuous time-

spans of at least 20% to 40% of each respective tidal cycle with good signal reception.

Notably, in the horizontal polarization case, i.e., Fig. 3.3 (middle) and Fig. 3.4 (middle), the
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WiFi Links
88.75m - 162.84m 

Figure 3.5: The experimental setup showing: (a) a representative node deployment at the actual

location, and (b) the set of links and nodes positions evaluated.

signal strength is quite similar and stable during the full cycle for both antenna configurations, as

well as for both link distances. Particularly, showing no significant dips as a consequence of the

vectorial cancellation between reflected and direct rays. Also, in both cases, the average power

received for horizontal polarization is generally higher than the observed for the vertical scenario.

Note that although these results may suggest less susceptibility to signal degradation when us-

ing horizontally polarized antennas, this theoretical condition may not be easy to verify in practice.

This is because horizontal polarization is typically set up by placing dipole antennas horizontally,

which puts extra consideration on the directionality required for the antenna alignment. Unfortu-

nately, such a factor may represent a considerable drawback for a real-world overwater network

deployment, reason why we don’t further explore it in this dissertation.

3.3 Experimental Results: Shore-to-Shore Overwater Links

In this section, we present signal strength measurements from an experimental campaign at the

shore of a freshwater body to verify if the two-ray model can predict the major trends of the path

loss experienced by a 2.4 GHz overwater wireless link. These experimental results complement

the analytical study by providing practical insights within the distance/height range of interest.

3.3.1 Testbed Setup

We deployed a temporary testbed at the shore of a small freshwater lake situated at the Porto City

Park, in Porto, Portugal, to collect packet-based RSSI measurements using different links. We

used two WiFi-based nodes using COTS devices to set up each link. Each node consisted of a
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USB dongle wireless card installed at the top of a tripod and connected to a laptop through a cable

extension, as shown in Fig. 3.5 (a). One node acted as a transmitter and was kept at a specific

position on one side of the shore. The other node acted as a receiver and was placed at other 9

different positions on the other side of the shore; as shown in Fig. 3.5 (b). Both nodes were always

kept at a constant distance of ∼ 1m from their respective shore.

The receiver positions were chosen in order to generate a set of links within a range akin to

the one in the analytical study of the previous section. The positions were saved in a KML (Key-

hole Markup Language) file from which the distances were obtained using the Google Earth tool.

The resulting distances were 88.75m, 94.33m, 105.2m, 117.28m, 130.11m, 141.9m, 151.17m

158.11m and 162.84m. Concerning the heights, they were measured w.r.t. the water surface using

a conventional measuring tape. Specifically, we consider two different antenna heights, 1.45m

and 2.45m, for the transmitter and receiver, respectively. Note the lake at which the measurements

were performed is not affected by tides. Thus, the water level was kept constant over the duration

of the experiments. Moreover, the water was calm (i.e. without significant undulation), while not

being greatly affected by other environmental phenomena, e.g., wind, fog, or evaporation.

As radio hardware, we used two USB dongle Amiko WLN-880 coupled to a standard short

monopole (rubber ducky) antenna, vertically1 positioned. The commercial antennas used had

omnidirectional radiation patterns with a nominal gain of 5 dBi in the 2.4 GHz RF bands. We

set all transmission to Channel 1 (2412 MHz) using default IEEE 802.11b (WiFi) configurations,

namely: beacon frames sent periodically every ∼ 100ms, and at a fixed transmission power of

20dBm. Finally, we collected data during ∼ 3min at each height/distance combination.

3.3.2 Measurements Results

Figure 3.6 presents the RSSI measurements collected utilizing the configurations above described

together with the corresponding values predicted by according to the two-ray model (in dBm).

These results reveal two particular features related to our prior analytical studies. First, the

RSSI obtained with the lower antenna height (1.45m) was on average higher than the one obtained

with larger antenna height (2.45m), for distances up to 150 m. After that, the relationship is

inverted. Second, we observed a substantial deviation (of about 8 dB) in the received power

when the antenna is at 2.45m, approximately within the 90m and 130m range. These results are

consistent with the rough trends predicted by the two-ray model, which indicate: i) an inversion

of the antenna height that experiences the highest RSSI for the same distance (at 130m); and ii) a

considerable null in received power for the 2.45m antenna height (between 80-120m).

While the measured and estimated patterns are graphically similar, there is some numerical

mismatch both in the received power and the distances at which the mentioned phenomena occur.

We argue this stems mainly from two reasons. First, the measurement methodology may have

suffered some relevant limitations, e.g. regarding the accurate measurement of distances, heights,

1Note that despite the promising theoretical results for the horizontal antenna polarization in the previous section,

we only considered vertical polarization here for practical reasons.
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Figure 3.6: Two-ray model RSSI estimates for two antenna heights (dotted lines) and field mea-

surements at selected distances (per distance, two side-by-side boxplots [one per height], slightly

offset to true distance and color-faded for readability; outliers shown as crosses); medians of mea-

surements are connected (solid line).

and cable attenuation. A thorough revision of the methodology is necessary for future experimen-

tal campaigns to minimize such sources of error. Nevertheless, this was beyond the exploratory

nature of the current measurements. Second, although the two-ray model is able to capture the

impact of one of the main path loss components in near-surface communications (the reflected

ray), this is not the only propagation effect taking place. Other phenomena, such as additionally

reflected rays due to multipath, scattering, diffraction, among others, can also contribute to varia-

tions in the measured received power, and may explain, e.g. why the signal loss obtained for the

2.45m height around 95m was not of the magnitude predicted by the model.

3.4 Summary & Concluding Remarks

In this chapter, we have presented initial modeling and characterization studies for shore-to-shore

overwater links affected by tides. We have provided analytical results for two antenna heights and

polarization showing revealing dynamics due to the impact of shifts on the antenna heights. Then,

since we advocate for the use of the two-ray propagation model to predict those dynamics, we have

also provided empirical measurements in this direction. Overall, the experimental results showed

reasonable agreement with the model in terms of path loss trends, yet also showed a mismatch due

to additional propagation phenomena. We argue these initial results are a useful input to further

improve the modeling of large-scale dynamics in overwater RF links affected by tides, showing

evidence of the applicability of the two-ray model in limited distance/height configurations. In the
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next two chapters, we capitalize on some of these results by providing novel link design methods

to effectively improve link quality (e.g. received power) in both shore-to-shore and shore-to-vessel

communication scenarios; our end goal.

As future work, that is not necessarily related to the direction of the next two chapters, we see

two concrete opportunities. First, to further dig into the potential horizontal polarization benefits

from an experimental point of view, i.e. looking for opportunities in which this typically less

practical configuration (when using a monopole) may have applicability. Similarly, further explore

the potential benefits of horizontal polarization as part of polarization diversity configuration, both,

theoretically and empirically. Second, to perform a more complete sensitivity analysis of different

parameters (e.g. distance, heights, tidal range) influencing path loss in the two-ray model, while

looking into details such as number (and depth) of the nulls, break point distance, and the number

of horizontal shifts incurred. Also, by considering related concepts such as the Fresnel Zone.

Finally, an additional opportunity related to diversity and the impact of different antenna

heights is to formally extend these notions to the domain of multiple-input and multiple-output

(MIMO) systems. While a similar modeling direction was taken in [28] for vehicle-to-vehicle

communication channels, maritime communication and sea-level dynamics not only related to

tides offer clear challenges and opportunities for MIMO systems, especially from the perspective

of diversity on counteracting fading, and/or self-interference patterns. We argue this is a promising

modeling research line too which may improve the understanding of the vessel-to-shore overwater

channel, e.g. by complementing empirical related studies such as [72].



Chapter 4

Tidal-Informed 2-Ray-Model-Based

Link Design and Positioning

In this chapter, we address the detrimental impact of tides and surface reflections on RF links of

short to medium-range distances for both shore-to-shore (S2S) and shore-to-vessel (S2V) com-

munication. We propose novel link-design strategies aiming at improving path loss performance

during the whole tidal cycle and/or at a specific point of the tide. Particularly, our approach capital-

izes on the geometrical basis of the two-ray model to contribute with tailored antenna heights and

positioning-based methods for stationary (e.g. buoys) and/or mobile (e.g. AUVs) communication

nodes. Experimental results with WiFi technology operating in the 2.4 GHz RF band clearly vali-

date our link quality model. Analytical results with varying parameter configurations evidence the

importance of our research directions. Notably, in experiments with a mobile AUV operating at

the surface, our approach showed to outperform the common practice of placing onshore antennas

at the largest possible height and/or surface nodes at a short but arbitrary distance.

Most material included in this chapter is derived from the following scientific publications:

■ M. G. Gaitán, P. Santos, L. Pinto and L. Almeida, "Optimal Antenna-Height Design for Im-

proved Capacity on Over-Water Radio Links Affected by Tides", in IEEE OCEANS 2020 [5].

■ M. G. Gaitán, P. d’Orey, P. Santos, M. Ribeiro, L. Pinto, L. Almeida and J. Sousa, "Wireless

Radio Link Design to Improve Near-Shore Communication with Surface Nodes on Tidal

Waters", in IEEE OCEANS 2021 [4].

4.1 Problem Overview

Wireless RF links deployed over water environments (e.g., rivers, lakes, or harbors) are known

to be affected by the conductive properties of the water surface, strengthening signal reflections

and increasing interference effects [37; 38]. Additionally, recurrent natural phenomena such as

tides (or waves) cause shifts in the water level that, in turn, intensify self-interference patterns

and/or cause additional propagation impairments, e.g. tidal fading. In particular, this latter effect

37
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– resulting from the impact of tides on the link quality – becomes noticeable when at least one of

the communication terminals does not keep a fixed height w.r.t. the water level. While prior

methods have been proposed to counteract this detrimental issue [67; 98], conventional studies

have mostly focused on long-range communication, typically exhibiting propagation conditions

different than those for short/medium-range communication scenarios; our main target.

In this chapter, we go beyond conventional studies by proposing methods to mitigate tidal

fading in both S2S and S2V scenarios showing few or all the following characteristics:

1. Short/medium range distances. Long-range communication links (e.g. > 1km) often fall

after the so-called break point distance, i.e. the distance point at which (according to the

2-ray model) RF propagation offers a monotonically decreasing trend. The short/medium

range region instead, offers a challenging non-linear behavior leading to deep fades (or

nulls) which can be shifted or further aggravated by the influence of tides.

2. Low antenna-heights (Onshore). Typically, remotely-controlled marine robotics (S2V)

and IoT environmental monitoring systems (S2S or S2V) rely on onshore stations that use

antennas at a low height (e.g. 1m to 5m). This implies water level variations due to tides

(e.g. 0.5m or 1.5m) can be in the order of magnitude of the antenna heights, which may lead

to big shifts on the propagation conditions experienced between high tide and low tide.

3. Very low antenna-heights (On vessel). Small vessels such as AUVs or USVs often include

external antennas of very low height (e.g. 17.5cm for an AUV [135]) with lengths compara-

ble to the signal wavelength (e.g. 12.5cm for WiFi@2.4 GHz). Despite being often ignored,

tides represent an extra challenge for this cm-level situation that may exacerbate existing

propagation effects and/or lead to still unexplored propagation conditions.

In order to take into account these specific observations, we propose here a set of novel tidal-

informed and two-ray-based link design strategies to improve communication in S2S and S2V

scenarios, considering stationary (e.g. buoys) and/or mobile (e.g. ASVs) communication nodes.

Organization. The remainder of this Chapter is organized as follows. Section 4.2 formulates our

antenna-height design problem for stationary nodes that minimizes tidal fading when taking into

account the whole tidal cycle. Section 4.3 presents a method for short-term positioning of mobile

nodes in order to minimize path losses at a specific point of the tide. Section 4.4 offer extensive

analytical results for the problem/solution in Section 4.2, while Section 4.5 present experimental

results related to Section 4.3. Section 4.6 provide concluding remarks.

4.2 Tidal-Informed Path Loss Minimization for Stationary Nodes

In this section, we consider the problem of minimizing the average path loss performance of over-

water RF communication links consisting of stationary (and static) nodes when taking into ac-

count the impact of the whole tidal cycle. We target both S2S and S2V communication scenarios

in which common physical parameters such as link distance and antenna heights can be known
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and/or controlled beforehand. We also assume knowledge of the tidal pattern or alternatively of

the tidal range, defined as the difference between high tide and low tide magnitudes.

In both S2S and S2V scenarios, we rely on the validity of the well-known two-ray propagation

model to describe the average large-scale fading dynamics of links deployed over tidal waters. In

particular, for the purposes of problem formulation, we consider the following simplified version

of the two-ray model in its average path loss form (in dB):

L2ray =−10log10

(

λ 2

(4πd)2

[

2sin

(

2πhthr

λd

)]2
)

(4.1)

where λ = c/ f is the signal wavelength (with c the speed of light and f the operating frequency),

d is the link distance, and ht and hr are the respective transmitter1 and receiver antenna heights

measured with respect to the water surface.

In the following, we formulate an antenna height design problem for minimizing average path

losses experienced by an S2S and an S2V link over the span of a tidal range. We consider both S2S

and S2V scenarios separately, due to their different response to the impact of tides (see Fig.2.5).

We emphasize that although both S2S and S2V scenarios are assumed in line-of-sight (LoS), only

the S2S link never modifies its direct (LoS) path w.r.t. shifts in the water level. The S2V scenario,

instead, always suffer instantaneous variations on both direct and reflected paths due to tides.

4.2.1 Shore-to-Shore: Onshore Antenna-Height Design

Consider an S2S communication link as the one presented in Figure 2.5(a) where the Tx and Rx

antennas are static, installed at specific heights, namely ht and hr, respectively, measured w.r.t. to

an average water level. Also, consider both Tx and Rx are separated by a horizontal (x-axis) link

distance termed d. Then, assume a tidal pattern causing (discrete) variations on the average water

level which influence both transmitter and receiver antenna-to-surface heights in ±|∆k| meters.

By resorting to Eq. 4.1, we can trivially incorporate the ∆k into the two-ray model as follows:

L2ray =−10log10

(

λ 2

(4πd)2

[

2sin

(

2π(ht +∆k)(hr +∆k)

λd

)]2
)

(4.2)

where ht and hr are now nominal antenna heights measured with respect to an average water level.

Then, we formulate the problem of finding the optimal (single) onshore antenna height h =

ht = hr
2 that minimizes the average path losses experienced over all possible ∆k values within a

1Note that when we consider the transmitter on one specific shore or the other, e.g., for the S2S scenario, or the

transmitter on shore and the receiver at the surface node (or vice-versa), for the S2V scenario, is just an example. The

two-ray model is symmetrical and the roles of the nodes can be switched without any impact on the analysis.
2While we have considered the case of having both Tx and Rx antennas with the same nominal height, the problem

can be trivially adapted to the case in which one of the antenna heights is given while the other needs to be optimized.
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given tidal range as follows:

minimize
h

1

N

N

∑
k=1

L2ray(d,h,∆k)

subject to ∆k ∈ [∆L,∆H ], ∀k ∈ [1,N],

h ∈ [hmin,hmax]

(4.3)

where N ∈N is the number of steps of the discretized tidal range where the optimization expression

is evaluated; ∆k is the (signed) value of the kth step, valid within the respective low tide (∆L) and

high tide (∆H) maximum deviations (w.r.t. h); and [hmin,hmax] is the h feasibility region.

4.2.1.1 Onshore Antenna-Height Design with Two Antennas

We extend the previous method to incorporate a second3 Rx antenna by assuming the first one is

already positioned at the optimal antenna height h, hereinafter, h1. We then choose the second

antenna (h2) as the one providing the largest improvement w.r.t. the path loss attenuation obtained

using only h1. To this purpose, we assume our antenna system is always capable of selecting as

receiver the antenna (between the two) with the best signal signal quality. This reasoning implies

the original objective function in (4.3) can now be modified to select as the second receiver antenna

(height) the one experiencing the minimum path loss attenuation at each ∆k step.

We formally express the described method for two antennas as follows:

minimize
h2

1

N

N

∑
k=1

min[Lh1

2ray(d,h1,∆k),L
h2

2ray(d,h2,∆k)]

subject to ∆k ∈ [∆L,∆H ], ∀k ∈ [1,N],

h2 ∈ [hmin
2 ,hmax

2 ]

(4.4)

where L
h1

2ray and L
h2

2ray denote the corresponding path loss attenuation (in dB) for h1 and h2 when

using Eq. 4.2 influenced by a specific water level variation ∆k .

4.2.2 Shore-to-Vessel: Onshore Antenna-Height Design

Consider now a stationary node at the surface as the one Fig. 2.5(b) (e.g., a buoy or floating

mooring node) that needs to communicate with an onshore station (e.g. a gateway or base station),

either continuously or over a long period w.r.t. the tidal cycle, and thus it is affected by fading due

to tides. Further, assume these nodes are separated by a Tx-Rx separation d.

In order to mitigate tidal fading, we make use of the method in (4.3) adapted to the S2V sce-

nario. The adaptation is rather simple since only requires modifying the two-ray model expression

3A general expression that incorporates n diversity antennas can be found in [5]. We do not include here this expres-

sion for brevity reasons. The case of n g 3 although useful for the overall system reliability (e.g., under unpredictable

connectivity) might not be of further help when mitigating tidal fading, thus we do not further explore it here.
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in Eq. 4.2 as follows:

L2ray =−10log10

(

λ 2

(4πd)2

[

2sin

(

2π(ht +∆k)hr

λd

)]2
)

(4.5)

where ht is now the onshore antenna height and hr the constant antenna height of the surface node.

Then, by using Eq. 4.5 into (4.3) we obtain the same method in (4.3) but now applicable

for the S2V link scenario. Equivalently, the method provides an onshore antenna height h = ht

that minimizes average path loss in an S2V link scenario over a given tidal range, with hr given.

Without major modifications4 we could also assume ht as given and hr to be determined.

4.3 2-Ray-Based Positioning for Mobile Nodes

Consider now a mobile surface node, e.g. either a USV or an AUV at the surface, that executes

a mission in a given area and, at some point in time, needs to communicate intensively, in a short

time interval, with an onshore base station, be it for data offloading or for acquiring new mission

information. The problem consists of determining a convenient distance to shore dconv that will

lead to sustained high received signal strength in a broad region so that the node can be driven to

that distance and initiate communication reliably. Clearly, if the time span between the start and

end of the mission is long enough to experience changes in the water level, the output dconv will

also take into account that fact, so the proposed positioning is assumed as aware of the tide.

By leveraging the validity of the two-ray model to describe RF overwater propagation in these

conditions, we argue that a suitable region can be determined numerically as in Eq. 4.6, from the

local maximum after the last null (or deep fade) predicted by the two-ray model.

dconv = max(d) :
∂Pr(d)

∂d
= 0 (4.6)

where Pr is the average power received of the link according to the two-ray model (with tides),

which for the sake of completeness we formally present as follows:

Pr =
λ 2

(4πd)2

[

2sin
(2π(ht +∆k) hr

λd

)

]2

PtGtGr (4.7)

where Pt is the Tx power, and Gt and Gr the respective Tx and Rx antenna gains.

We then claim that a good region for communication with high quality would be between dconv

and 2∗dconv which although further away from the last null generally exhibits marginal attenuation

w.rt. the maximum power at dconv; as was observed empirically.

4Another trivial modification is to switch the variable to be solved to d, i.e. to find a convenient position when ht

and hr are given. This adaptation can be found in [4], but it is not included here for brevity reasons.
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4.4 Analytical Results: Stationary Nodes

This section provides analytical simulations with varying parameters for both S2S and S2V cases.

• In S2S scenarios, we assess the performance of our methods (4.3) and (4.4) against classical

techniques, namely the i) largest feasible height, for the single-antenna case, and ii) a classic

space-diversity criterion, for the dual-antenna case. For this latter benchmark, we use the

criterion in [136] that recommends the use of a second antenna height (at least) at dsep
5

meters apart from the first one, here assumed to be placed at the highest feasible position.

• In S2V scenarios, we asses method (4.3) for antenna-height design but when using the S2V

version of the two-ray model in Eq. 4.5. In particular, we explore the impact of distance and

antenna heights on the path loss performance when compared against the use of the tallest

and worst (not the shortest) feasible heights.

4.4.1 Shore-to-Shore: Results

Consider links of distance d operating at f = 2.4 GHz that use both Tx and Rx antennas at the same

nominal antenna height, i.e. ht = hr = h. Also, assume an arbitrary tidal pattern with a range equal

to |∆L|+ |∆H | which influences the antenna-to-surface heights by step-wise water level variations

of ∆k, with ∆k sufficiently small for the purpose at hand. Finally, consider a feasibility range of

h ∈ [hmin,hmax] with heights tall enough to avoid water reaching the antennas.

Fig. 4.1 present average path loss curves as a function of the antenna height for the methods

(4.3) and (4.4) in blue and orange, respectively. These plots allow comparing our methods against

the chosen benchmarks. The largest feasible height is visible by inspecting the x-axis, while the

classical technique is marked with an arrow in all plots. The black-dotted curve is an alternate

solution that considers one antenna at the top and the other placed using method (4.4).

1) Impact of link distance Fig. 4.1 (top) presents the average path loss when tidal deviations

are between [−1,+1]m and when using two different link distances: d = 100m (top-left) and

d = 200m (top-right). These results show that our method outperforms classical techniques on

the two distances analyzed. The single-antenna solution achieves lower overall attenuation us-

ing a considerably lower antenna height, i.e., h1 = 2.29m (j 4m) on both Tx-Rx separations.

This much lower antenna-height solution also shows an improvement of ∼ 2dB and ∼ 5dB, for

first and second link distances, respectively. Similarly, our dual-antenna method outperforms the

classical space-diversity technique, both in terms of antenna height and path loss. The alternate

antenna-height method although sub-optimal (but simpler) also outperforms the classical tech-

nique in terms of average path loss, albeit using a taller second antenna (3.64m vs. 3.22m).

2) Impact of tidal range. Fig. 4.1 (middle) presents results akin to the prior case with d =

100m (top-left) but when the tidal range is reduced to [−0.5,+0.5]m (middle-left) and increased

to [−1.5,+1.5]m (middle-right). The case of smaller tidal deviations (typically deemed as a better

5dsep ≃ α λ ·d
h1

, where α is ≃ 0.25, λ is the wavelength, d is the link distance, and h1 is the height of the first antenna.
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Figure 4.1: Average path losses over a tidal range as a function of the antenna height when using:

(blue) 1 antenna; (orange) 2 antennas, one of them at the optimal single-case height; and (black-

dotted) 2 antennas, one of them placed at the top, and the other by means of our method. In all

cases, the star marks the antenna heights at which reception experiences minimal attenuation. The

arrow indicates the second antenna height (and path loss) for the classical space diversity when

using one antenna at the top, and the other vertically separated according to the criterion in [34].

condition) shows that for the single-antenna method the minimum attenuation is obtained at h1 =

2m, instead of h1 = 2.29m, which is a better result in terms of antenna-height but of comparable

attenuation. Interestingly, the results also reveal that by keeping the previous antenna height, i.e.,

h = 2.29m for the smaller range, we obtain a worse path loss performance (in about 5dB); thus not

representing a better (tidal) scenario. The dual-antenna comparison against the classical approach

shows our method (4.4) is superior both in terms of attenuation (in ∼ 2-3dB) and antenna heights.

However, a key observation when interpreting this is the fact that the classical criterion (dsep) in

[136] does not incorporate tidal range as a parameter, thus making h2 (classical) independent of it.
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3) Impact of antenna-height feasibility range. Fig. 4.1 (bottom) shows results with a configu-

ration alike to the one presented in Fig. 4.1 (top), i.e. with two link distances, but when antenna

heights are constrained in the range [3,5]m. These results show that our methods are still superior

than benchmarks for d = 100m, both in terms of height and path loss, but the improvement is

marginal on the longer link (d = 200m) (see Fig. 4.1(bottom-right)). In addition, when comparing

these results with the prior case (feasibility region within [2,4]m) (see top left and right), both the

new second diversity antennas (h2) of the classical technique show to be larger.

4.4.2 Shore-to-Vessel: Results

To assess the performance of S2V methods for stationary surface nodes we consider a set of

analytical simulations covering a wide space of configurations of interest. Particularly, we explore

link distance in the range d ∈ [10,1000] m and onshore antenna heights in the feasibility range of

h ∈ [3,6] m. We assume the use of communication devices operating in the 2.4 GHz and 5 GHz

frequency bands and a set of Rx antenna heights hr = {0.3,0.6,1.2} m characterizing different

surface nodes, from floating mooring nodes to buoys of different sizes. Finally, we consider a

relatively small tidal range [−0.5,0.5] m, which we step through with a step-size ∆k = 0.1 m.

Fig. 4.2 shows the average path loss as a function of the link distance d obtained by our

antenna-height design method (solid blue line). For benchmarking, we also plot the path loss

achieved when the onshore antenna is placed at the largest feasible height (dashed yellow line).

We contrast both approaches against the worst-case scenario (dotted red line), i.e., the antenna

height within the h feasibility range that maximizes average attenuation for each link distance.

As expected, given our optimal design method, our results are always better (or equal) than

using the onshore antenna at the top of the feasibility range. Fixing the antenna at the top leads to

strong variations in average attenuation in the near-shore region of the link, varying between the

Distance (m)

A
v
g

. 
P

a
th

 L
o

s
s
e

s
 (

d
B

)

10
1

10
2

10
3

60

80

100

120
f=2.4GHz hr=0.3m

10
1

10
2

10
3

60

80

100

120
f=2.4GHz hr=0.6m

10
1

10
2

10
3

60

80

100

120
f=2.4GHz hr=1.2m

10
1

10
2

10
3

60

80

100

120
f=5GHz hr=0.3m

10
1

10
2

10
3

60

80

100

120
f=5GHz hr=0.6m

10
1

10
2

10
3

60

70

80

90

100

f=5GHz hr=1.2m

 h
0

 (our)  h
0

 (top)  h
0

 (worst)

Near region
(notapplicable)

Far region
(top height
is better)

Transition region
method  is applicable

Figure 4.2: Link average path loss experienced over a given tidal range as a function of the link

distance when using: our antenna-height design method (solid blue), the largest possible antenna

height (dashed yellow), or the worst antenna-height (dotted red) for two frequency bands: 2.4
GHz (top row) and 5 GHz (bottom row); and three different heights of surface nodes: 0.3m (left

column), 0.6m (middle column) and 1.2m (right column).
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Figure 4.3: Onshore antenna height as a function of the link distance provided by our antenna-

height design method (blue crosses), together with the worst performing height (red circles) within

the feasibility range, for two frequency bands: 2.4 GHz (top row) and 5 GHz (bottom row);

and three different heights of nodes: 0.3m (left column), 0.6m (middle column) and 1.2m (right

column).

worst-case and the best-case for close link distances. Similar behavior also occurs with any fixed

antenna height. This shows the importance of the careful choice of a specific antenna height for

each target distance, particularly in the near-shore region. The results also show that the near-shore

region expands significantly with the antenna height of the surface node, from 0.3m to 1.2m, and

with the frequency band used, from 2.4 GHz to 5 GHz.

Fig. 4.3 shows the direct output of our antenna-height method, i.e., h as a function of the link

distance d. The antenna height design method (blue crosses) is compared against the worst-case

height (red circles) as defined before. These plots are very revealing, showing three clear zones in

the link distance for each scenario:

■ Far region. On the right in each plot, corresponding to the 2-ray model tail, without nulls and

a steady behavior. For such distances, the specific height of the onshore antenna makes little

difference and the attenuation increases logarithmically with link distance. Moreover, the best

height is the top of the range, confirming why this approach is common in practice.

■ Transition region. In the center of each plot, where the difference between the worst-case and

best-case is maximal and a fixed antenna height creates strong variations in attenuation within

small changes of the link distance. It corresponds to the area around the last null or few nulls

in the two-ray model. This is where our method is more useful allowing good control of the

average attenuation.

■ Near region. On the left of each plot, where the best and worst average attenuation are rather

close together. This is the region in the two-ray model where many nulls appear in close se-

quence, with high instability of the link. In this case, the onshore antenna heights that produce

the best and worst-case attenuation vary almost erratically but have little impact on the attenua-

tion. Our method is not effective in this region.
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4.5 Experimental Results: Mobile Node

4.5.1 Experimental Setup

We set up an AUV-to-shore communication link in the 2.4 GHz frequency band using a real-world

testbed. The measurement campaign was conducted in the Port of Leixões, Matosinhos, Portugal

in July 2021. The node onshore was placed in close proximity (∼1 m apart) on a concrete pier

of the harbor at (41.185273, -8.704882). The AUV was set to operate autonomously following

a predetermined trajectory, while exchanging data with the gateway (GW) through a WiFi link,

acting as an Access Point (AP). Particularly, packet-based measurements of RSSI from a Light

Autonomous Underwater Vehicle (LAUV) Xplore-4 were collected using the standard interface

provided by the manufacturer [135]. The testbed setup at the actual location, including the portable

gateway, the AUV, and the remote operator are shown in Fig. 4.4(a).

The AUV performed 15 equivalent round-trip missions starting from the quay and moving

away from this structure until reaching up to approximately 100 m. For safety reasons, the AUV

was controlled manually close to the quay (up to ∼30 m). The distances were obtained based

on the AUV positions acquired using a high-precision GPS device. All the time, the AUV was

configured to operate at a low speed (∼ 1m/s) as a surface vehicle, thus it was never completely

submerged when on mission. The height of the AUV’s external antenna was kept constant at

∼17 cm above the water surface. The gateway antenna height was ∼ 4.4−4.7 m measured with

respect to the water surface. The difference of ∼ 30 cm is due to the water level that changed over

the duration of the experiment, between the first and the last AUV missions. All the heights were

obtained using a conventional measuring tape, to the best of our abilities.

4.5.2 Experimental Results

Figure 4.4(b)(top) shows the aggregated RSSI measurements collected at the AUV when using

the setup above described. Figure 4.4(b)(bottom) presents the corresponding theoretical output of

the two-ray model when using the simplified version of the power received expression (in dBm).

Note that most 2-ray model parameters were selected according to the testbed setup, except for the

product of the Tx power and the antenna gains, which was arbitrarily set to Pt ·Gt ·Gr = 10 dBm.

This value simply offsets the output of the model vertically, not affecting path losses nor the shape

of the function, particularly in terms of the position of its minima and maxima.

We further explored the influence of the 30 cm change in the tide level that occurred during

the experiment’s time span. Fig. 4.5 shows the model output for the [0 20]m range and the two

extreme values of antenna height. We can see a ∼ 1m shift in the null position to the right when

increasing antenna height. Fig. 4.6 shows the RSSI measurements obtained in the first two trips,

at the beginning of the experiment when the antenna height was ∼ 4.4m (top), and those obtained

in the last two trips, at the end of the experiment when the antenna height was ∼ 4.7m (bottom).

A similar shift to the right is observed, despite the high variability of the RSSI signal.
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Figure 4.4: Shore-to-AUV measurements for a Wi-Fi link in line-of-sight (LOS) showing: (a) the

testbed setup at the actual location, (b)(top) the RSSI measurements from the AUV over distance,

and (b)(bottom) the two-ray propagation model prediction.
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Figure 4.5: Received Signal Strength (RSS) as a function of the distance to shore in the near-shore

region, for two moments in the tide, leading to two slightly different antenna heights.

Figure 4.6: RSSI measurements in the beginning of the campaign (top) and at the end of the

campaign (bottom), with a tide difference of ∼ 30 cm.
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Figure 4.7: Received Signal Strength (RSS) as a function of the distance to shore in the near-shore

region, for small deviations in the antenna height for low antennas on the surface node.

The theoretical results obtained with the two-ray model show a good agreement in terms of the

path loss dynamics experienced by the AUV measurements, particularly predicting the significant

drop in the RSSI (null) at ∼ 15m. The actual measurements seem to indicate a slight shift of the

null to the right, from the estimated 12-13m to closer to ∼ 15m. This can be caused by a slight

increase in the actual antenna height on the AUV side while it is traveling (e.g., caused by roll

oscillations or salinity affecting the AUV floating line), as predicted in Fig. 4.7.

Another slight difference is the speed of decay of measured RSSI as a function of the Tx-Rx

distance which is not as steep as estimated by the model. This has a direct impact on the approach

suggested for solving problems such as those of antenna-height design or positioning for stationary

nodes. In fact, the actual measurements in the range between dconv and 2 ∗ dconv still show some

signal strength instability ([20,40] m in Fig. 4.1). Conversely, the range between 2 ∗ dconv and

3∗dconv ([40,60] m) shows better stability. This area is represented by the solid green semi-circle

in Fig. 4.8, while the area suggested by the model appears in brown.

nulls region
@height 4.4-4.7 m 

most favorable 
region

~40-60m

~20-40m

~10-15m

Port of Leixões,

Portugal

Figure 4.8: Top view of the quay in the harbor showing favorable (solid green), transition (brown)

and unfavorable (red) regions for the shore-to-AUV WiFi link.
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4.6 Summary & Concluding Remarks

This chapter has described novel antenna-height-based and positioning methods for improved

communication over water environments affected by tidal fading, considering S2S and S2V link

scenarios. The methods target the improvement of average path loss performance during the whole

tidal cycle and/or at a specific point of the tide

On one hand, the antenna-height design methods for stationary nodes offer valuable insight

to deal with the intricate path loss dynamics resulting from the applicability of the two-ray model

in tide-affected water environments. Analytical results clearly show their benefits in terms of

reduced path loss performance and size of infrastructure (i.e. shorter antenna heights) while further

confirming that placing the antenna at the largest feasible height does not necessarily represent a

reasonable criterion. The classical space-diversity technique for placing a second antenna also

shows its limited capability to decrease path loss, as it is not informed by the tidal range.

On the other hand, our RSSI measurements with WiFi technology from an AUV-to-Shore

campaign show outstanding conformity with the theoretical trends predicted by the two-ray model,

further confirming its suitability to describe the large-scale fading on the S2V LOS channel. These

results allow us to refine our convenient distance (dconv) method for positioning of surface nodes

by avoiding unstable regions of received power, e.g. which can dips of more than 20 dB w.r.t. an

approach not informed by two-ray model.

To conclude, we argue that both the analytical and experimental results here included, rep-

resent consistent evidence of the relevance of tidal-informed and two-ray-based methods when

dealing with LOS communication in tidal environments. While a thorough revision of other rel-

evant factors/parameters (e.g. radiation patterns, sea waves, occlusions, etc.) is certainly needed

to improve the accuracy and efficacy of the related models and methods, we believe this chapter

offers pioneering findings toward more judicious design on both S2S and S2V link scenarios.



Chapter 5

Path Loss Prediction Methodology for

Intertidal Zones

In this chapter, we investigate large-scale fading dynamics of Long Range (LoRa) Line-of-Sight

(LoS) links deployed over an estuary with characteristic intertidal zones, considering both shore-

to-shore and shore-to-vessel communications. We propose a novel methodology for path loss

prediction which captures i) spatial, ii) temporal, and iii) physical features of the RF signal inter-

action with the environmental dynamics, integrating those features into the two-ray propagation

model. In this direction, we resort to precise hydrodynamic modeling of the estuary location, in-

cluding the specific terrain profile (bathymetry) at the reflection point. This latter aspect is key to

accounting for a reflecting surface of varying altitude and permittivity as a function of the tide.

Experimental measurements using LoRa communication devices operating in the 868 MHz band

show major trends in the received power in agreement with the methodology’s predictions.

Most material included in this chapter is derived from the following scientific publication:

■ M. G. Gaitán, P. d’Orey, J. Cecilio, M. Rodrigues, P. Santos, L. Pinto, A. Oliveira, A.

Casimiro and L. Almeida, "Modeling LoRa communications in estuaries for IoT environ-

mental monitoring systems", in IEEE Sensors Journal 2022 [2].

5.1 Problem Overview

Tidal environments such as estuaries and their surrounding wetlands offer distinctive water dynam-

ics (e.g., due to shallow water tides or intertidal zones) that deserve dedicated RF propagation stud-

ies. Specifically, the intertidal zone, i.e. the area within the (estuarine) shoreline that is submerged

by water during the high tide and then becomes unveiled during the low tide [60], may pose diffi-

cult challenges to channel modeling and characterization. Though a few research works have al-

ready demonstrated the impact of intertidal zones on different aspects of wireless communications

(e.g., link quality estimation [102], energy consumption [103], or time-synchronization [104]),

existing literature have typically considered communicating nodes deployed at the ground level,

50
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which become covered by water during the high tide. Nevertheless, this situation offers little

insight into the path loss dynamics occurring above the intertidal zone, our major concern.

In this chapter, we take a step forward on the existing research by simultaneously addressing

the following shortcomings related to path loss modeling in these specific settings:

1. Spatial variability. Tidal data is typically available for a subset of key spots only, e.g.

where tidal gauges are installed (e.g. ports, harbors). However, water level estimations can

differ significantly even between two close locations due to local dynamics, especially in

shallow and border waters such as coastal zones or estuaries.

2. Low temporal resolution. Tidal data publicly available often provide only estimates on

the so-called High Water and Low Water levels, usually 4 samples per day. Although this

resolution might be useful for some activities (e.g. fishing, sailing), they are insufficient to

accurately describe complex tidal dynamics at specific locations (e.g. estuaries, marinas).

3. Varying reflecting surface. In a realistic scenario, links deployed above an intertidal zone

offer a land surface that is covered (and uncovered) with water on a recurring basis. This

implies signal reflections do not always occur on water, but on a surface of varying altitude

and water content, which may change from water to wet/dry soil throughout the day.

To solve the listed shortcomings, we present next a novel methodology that includes specific

elements for increasing the 1) spatial and 2) temporal resolution of tidal data, as well as to account

for 3) a reflective surface of varying altitude and permittivity as a function of the tide. The end

goal is to integrate these tidal-informed features into the well-known two-ray model for improved

path loss prediction in RF links deployed over an intertidal zone.

Organization. The remaining of this Chapter is organized as follows. Section 5.2 formally

presents our novel methodology for path loss prediction over intertidal zones. Section 5.3 de-

scribed the experimental setup and measurements used to validate our approach. Section 5.4

presents an illustrative example of the usage of the methodology and discusses the results pre-

sented in the previous section. Section 5.2 summarized and conclude the chapter.

5.2 Methodology

In brief, our methodology considers i) the precise and location-dependent hydrodynamic modeling

of the water environment and ii) the physical and geometrical basis of the two-ray model as the

two key components that when combined improve path loss estimation. Specifically, the proposed

approach captures i) spatial (height, distance), ii) temporal (over-time tidal dynamics) and iii)

physical (terrain profile, permittivity) features of the RF signal interaction with the environment

and seamlessly integrates them into the two-ray propagation model.

The proposed methodology including its major building blocks is presented in Fig. 5.1. Each

of these components is generally described as follows:
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Figure 5.1: The proposed methodology for path loss prediction and its major building blocks.

• Tidal model. This component resorts mainly to bathymetry and further environmental input

data to provide a tidal model of high precision (see I/O parameters summarized in Table 5.1).

The quality of the input data is thus foundational for the precision of the tidal model. In our

methodology, the tidal model allows us to obtain precise hydrodynamic outputs to be used

in the following components of this methodology, namely, i) the water level1 or the terrain

profile/altitude of the soil surface, and ii) its associated water content.

• Antenna height. This building block has two primary inputs: i) the water level estimate,

and ii) the nominal heights of the Rx and Tx antennas w.r.t. the water level measured at

the high tide (here denoted as h0
r and h0

t , respectively). These inputs are used to compute

the (relative) antenna heights (w.r.t. the reflecting surface) to be used then by the two-ray

model, here hr and ht . As shown in Fig. 5.1, the antenna height component also represents

a recursive input for the computation of the reflection point.

• Reflection point. The reflection point component resorts to the water content input to esti-

mate whether the dominant signal reflections will happen on water or on dry/wet soil. This,

in turn, enables the recursive computation of the relative antenna heights, as well as the

location-specific relative permittivity (εr) of the reflective medium; which are the two main

tide-driven inputs to be used then by the two-ray propagation model.

• Two-ray model. This component applies the physical/geometrical basis of the two-ray

model as the last step. Essentially, it combines both static (e.g. Tx power, antenna gains,

distance) and varying (e.g. permittivity and relative heights) parameters to determine the

primary output of this methodology, i.e. the received power. This output is in practice

equivalent to the propagation concept of average path loss, here modeled as a function of

a tide-shifted reflection point of time-varying tidal/terrain data and permittivity (see further

I/O parameters of the two-ray model summarized in Table 5.1).

1The water level also provides the water content as a value of -99 means that the sampling point is dry.
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Table 5.1: Main methodology input & output parameters for the Hydrodynamic (baroclinic mode)

and Two-ray models. Note that for the hydrodynamic model, the number of input/output parame-

ters is reduced when simulating for barotropic applications (∗: optional field).

Model Type Data

Hydrodynamic
Input bathymetry, atmospheric data (atmospheric pressure, humid-

ity, wind, air temperature∗, downwards/longwave shortwave

radiation∗), river boundary conditions (flow, salinity∗, water

temperature∗), ocean boundary conditions (tides, salinity, wa-

ter temperature)

Output water level, velocity, salinity∗, water temperature∗

Two-ray
Input varying antenna heights (ht , hr) and varying permittivity (εr),

static parameters (e.g. tx power, distance)

Output Rx Power

5.3 Experimental Measurements

We conducted experimental campaigns targeting two different types of link settings: i) shore-to-

shore (S2S) and ii) shore-to-vessel (S2V). Each link considered two types of nodes: a gateway and

one or two terminals. All nodes were kept static during the experiments given the intention of char-

acterizing the long-term impact of the tidal environment on stationary nodes. The measurements

were carried out at the Bay of Seixal of the Estuary of the Tagus River, Portugal, on October 26,

2019, (08:20 AM to 19:02 PM) and November 23, 2019 (06:32 AM to 16:07 PM), also referred

to here as Day 1 and Day 2, respectively. The Seixal Bay has a maximum width of approximately

750 m and is surrounded by a promenade for recreational, commercial, and industrial activities.

5.3.1 Testbed Setup

The gateway and receivers were predominantly in LoS conditions, although a low number of

surrounding static and mobile objects (e.g. boats) were present during the measurements. All

experiments considered a link consisting of one gateway and at least one terminal node. In the

S2V link, two different terminal nodes were used, Node A and B. In the S2S case, Node A only.

In both scenarios, links were deployed across the intertidal zone.

In terms of hardware, we used commercially available LoRa radios, namely a Raspberry Pi

Dragino hosting an SX1276 chipset. Each radio was coupled to a vertically positioned omnidi-

rectional antenna operating in the 868 MHz RF band. The antennas had nominal gains of 1.5 dBi

and 1 dBi for the gateway and terminals, respectively. All radios were configured using the same

parameters: i) Tx power of 14 dBm, ii) spreading factor (SF)2 of 12, iii) coding rate of 4/5, and

iv) bandwidth of 500 kHz. The SF was set to maximum for improved range, despite the lower data

rate, higher channel usage (i.e. higher time-on-air), and increased energy consumption.

The gateway was placed onshore at a fixed height of 3.2 m from the ground. The relative height

of the gateway w.r.t. the water surface varied along the day according to the tide. A minimum

2SF is defined as the ratio between chip rate and the symbol rate.
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(a) Node (Day 1) (b) Nodes (Day 2) (c) Gateway

Figure 5.2: Measurement setup and installation locations for the end nodes (a)(b) and gateway (c)

for the campaigns conducted on Oct. 26 and Nov. 23, 2019.

height to the water of 4 m was measured during the high tide period. In both link scenarios the

gateway was kept at the same position (see Fig. 5.2(c)). Conversely, terminals were installed in

two different structures: 1) a portable mast pole, for the S2S scenario, and 2) a floating platform,

for the S2V equivalent scenario. The mast pole and the floating platform structures are shown in

Fig. 5.2(a) and Fig. 5.2(b), respectively, and described in more detail next:

• Shore-to-Shore (S2S) (Mast pole). Node A was installed on a temporary wood pole at

a nominal height of 1.5 m w.r.t. the water surface, measured during the high tide. The

effective height varied throughout the whole tidal cycle as a function of the water level.

• Shore-to-Vessel (S2V) (Floating platform). Node A and Node B were installed on an ex-

isting metal structure. Their nominal heights were 0.5 m (Node A) and 1.5 m (Node B),

measured during the high tide w.r.t. the water surface. The platform floated after a given

tide-level threshold and sat on the land/mud otherwise. The effective heights were thus

constant when the platform was floating, but varied according to the tide the rest of the time.

The link distance was estimated using the median of the GPS coordinates. The resulting

distance was approximately 740 m and 750 m for the S2S and S2V link scenarios, respectively.

5.3.1.1 Measurement Protocol

Link quality measurements were performed using a request-reply protocol implemented in both

terminals. The protocol considered a measurement phase of 5 min interleaved with a stand-by

phase of 10 min duration, for improved energy efficiency. During the measurement phase, termi-

nal radios transmitted packets with an average size of 85 Bytes every ∼ 2 s with requests being

triggered by the gateway. The gateway stored the messages received by itself and by the end

nodes appended as part of the end node’s reply message. Three types of timestamped metrics

were stored in logs for further processing: packet RSSI, SNR, and packet sequence number (SN).
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Figure 5.3: Received Signal Strength Indicator (RSSI) for shore-to-shore (S2S) and shore-to-

vessel (S2V) link scenarios as a function of time. RSSI data has been aggregated into 1-minute

bins presenting the mean and standard deviation for each bin.

no data

(a) S2S: Day 1 (Node A)

no data

(b) S2V: Day 2 (Node A)

no data

(c) S2V: Day 2 (Node B)

Figure 5.4: Packet Delivery Ratio (PDR) for shore-to-shore (S2S) and shore-to-vessel (S2V) link

scenarios as function of time. Data has been aggregated into 1 min. bins considering at least 15

transmitted packets.

The SNs were used to identify gaps in packet transmission allowing us to determine the Packet De-

livery Ratio (PDR) during a given time interval. In all cases, we only considered the data between

the gateway and the end nodes, assuming a strong degree of link reciprocity [137].

5.3.2 Measurement Results

5.3.2.1 RSSI

Fig. 5.3 presents the variation of RSSI as a function of time for both measurement days (Oct.

26 and Nov. 23, 2019), link types (S2S and S2V) and for all nodes (i.e. Nodes A and B). The

results show a clear impact of the tides on the measured signal power with variations exceeding

10 dB during the measurement span. In broad terms, RSSI decreases/increases as the water level

raises/falls, which can be explained by the changes in the effective antenna height to the water

surface, which – for the considered Tx-Rx separation – leads to an increase in the signal attenuation

as shown in previous studies [40].

As detailed previously, for the S2V case, Node A (Fig. 5.3b) and Node B (Fig. 5.3c) were

installed at the same location but at different heights (0.5 m and 1.5 m, respectively). Comparing

the RSSI measurements of both nodes the signal strength is, in general, larger for the upper node

(i.e. Node A) as expected, although this does not hold true for short periods of time. Note these

nodes are installed in a floating platform that is static during low tide and that floats during the
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Figure 5.5: Illustrative example of the proposed methodology for modelling the received signal

strength of Node A (hr = 0.5 m) for the S2V measurement campaign of Day 2. The figure includes

the intermediate outputs from the tidal model, antenna height and reflection point stages, as well

as the final output.

high tide, which renders different propagation conditions. As for the S2S case, Node A (Fig. 5.3a)

exhibits an increase/decrease relationship which is in agreement with the tidal influence, and thus

with the effective antenna-to-surface heights of the nodes.

5.3.2.2 PDR

Fig. 5.4 presents the PDR as a function of time for both measurement days, link types, and nodes.

As expected, the PDR is fairly constant at around 100% with occasional packet losses despite

the wide variations in RSSI. As empirically verified, – not included here for brevity reasons –

the effective sensitivity of the receiver is around -94 dBm. For the S2S link (Fig. 5.4a), this

implies packets that have been sent slightly after the 14 h and before 17 h were not received

due to the RSSI being below the receiver sensitivity. Similarly, no packets are received for a

shorter period of time around 15 h by Node A (Fig. 5.4b) and Node B (Fig. 5.4c) for the S2V

link. Previous studies [100; 47; 48; 40] also shown that LoRa’s effective communication range is

severely compromised when using antennas close to the surface (water or ground), due to reduced

Fresnel zone.

5.4 Evaluation of the Methodology

5.4.1 Illustrative Example

In order to illustrate the application of the methodology in a real-world case study, we analyze here

the measurements collected on Nov. 23, 2019, for Node A (S2V link) as this case provides the
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Figure 5.6: Tidal model sampling points for the two experiments days represented in red for Oct.

26, 2019 (S2S link), and in blue for Nov. 23, 2019 (S2V link). The gateway was placed on the right

side of the river bank, while the receivers were placed in structures on the left bank of the river.
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Figure 5.7: Bathymetry data for the Seixal Bay and the bathymetric cross-section of the simulation

mesh for Nov. 23, 2019. The cross-section for the other measurement day (Oct. 26) is very similar.

most representative and complete scenario among our experiments. In the following, we will break

down the output of the different building blocks presented in the processing pipeline in Fig. 5.5.

5.4.1.1 Tidal Model 1⃝

The first step of the processing pipeline consists of determining the specific i) water level and

ii) water content associated with the output of the tidal model component of the methodology. To

this aim, we resort to high-resolution tidal data obtained from hydrodynamic modeling which has

been previously calibrated and validated using field data from the specific location (i.e., Seixal

Bay). Table 5.1 provides the simulation outputs provided by the tidal model within this context.

For the sake of brevity, we do not describe here further technical and theoretical foundations

behind this model. We yet rely on the model’s ability to represent the main spatial and temporal

patterns of circulation and water quality in the particular test site, as shown by prior studies [138;

139]. In concrete, we obtain the tidal data associated with the link from a specific set of sampling

points along a cross-section of the simulated geographical area, as illustrated in Fig. 5.6. The

cross-section follows the aerial path of the specific link under evaluation and uses 76 sampling

points resulting from a spatial resolution of about 10 m, as the link distance was about 750 m. In

terms of the temporal resolution, we used a time step of 60 s, along a 24 h period. The bathymetric
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(b) S2V link: Day 2.

Figure 5.8: Water level variation w.r.t. the average level (0 m) for each sampling point throughout

the two measurement days, namely Oct. 26 and Nov. 23, 2019 (different colors per curve; curves

overlap). Most of the 76 sampling points are dry during the two low tide periods. The period

during which the experiments were carried out is highlighted in grey.

data of the Seixal Bay in Fig. 5.7 alongside the given interpolation of the bathymetry mesh across

the communication link path is also presented here, for completeness.

The resulting water level output from the tidal sampling points is shown jointly with different

colors in Fig. 5.8. These results show that most points differ from others only during the low tide

period while reporting the same level of water during high tide. The mismatches that occur during

the low tide occur mainly due to terrain profile differences. The water level is given w.r.t. the

average sea level of the measurement site, i.e. 2.26 m above the hydrographic zero of Portugal.

The output of the model also shows that drying3 occurs in this region during the morning and

afternoon periods for the vast majority of sampling points. This implies that solely the river banks

and the deeper navigation canal of the estuary can be considered covered by water all the time.

Back to our illustrative pipeline, Fig. 5.5 (bottom-left) shows the water level along the link path

for three specific times (6:00 AM, 09:30 AM, 12:00 PM). These snapshots complement the full-

cycle water level variations reported in Fig. 5.8b by offering a different perspective of the sampling

points, particularly, when plotted at three specific instants: i) low tide (6:00 AM), ii) high tide

(12:00 PM) periods, and iii) the moment slightly before the water reaches the platform (9:30 AM).

This latter instant is relevant since reports the status when the (vessel-like-)platform starts to float.

Note that at the low tide the curve reports the lowest water level of the basin area or equivalently

the model’s soil bottom as a result of truncating those water content values denoting a dry soil

(−99) to the minimum water level (or altitude) of the sampling point. The resulting bottom profile

follows thus a similar trend to the bathymetric cross-section in Fig. 5.7.

5.4.1.2 Antenna Height 2⃝

The subsequent step in the pipeline is to compute the actual Tx/Rx antenna heights that are going

to be used then by the two-ray model. To this purpose, this component resorts to the water level

3The tidal model attributes a -99 m water level to a given sampling point whenever drying occurs. This value is not

depicted in Fig. 5.8 for visual clarity.
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Figure 5.9: Background. Aerial view of the link path area for the campaign on Nov. 26, 2019,

including Tx and Rx locations. The arrow marks (in orange) highlight the maximum and minimum

bounds on the reflection point, 65 m and 152 m, respectively, for Node A (hr = 0.5 m), due to tide

influence. Box. Temporal evolution of the reflection point highlighting the distance span incurred.

estimates provided by the output from the previous step, the tidal model. The antenna-height

outputs are calibrated using empirical antenna height measurements (h0
t and h0

r ) performed during

the high tide period. As expected, the antenna heights shown in Fig. 5.5 (bottom-middle), varied

with the tidal cycle as a function of the tide, decreasing from approximately 6 m to 4 m during the

high tide period. Note the height of the receiver node was constant at 0.5 m with respect to the

water surface while the platform was floating (i.e., between 9:34 and 15:08). After the platform

sat on the mud, the antenna height increased until approximately 2 m during the ebb period as

a consequence of the currents leading the water mass outside the Bay. Note the Tx and the Rx

antenna heights solely vary simultaneously during the short transition period between low tide to

high tide (7:37 - 9:34) and vice-versa (15:08 - 16:35). In Fig. 5.5 (bottom-right), these periods

correspond to the wet areas, in which the reflecting surface transitions from dry soil to water.

5.4.1.3 Reflection Point 3⃝

In this step, the relative permittivity (εr) of the reflecting medium is determined as a function of an

estimated time-varying reflection point. The reflection point has also a bidirectional relationship

with the resulting Tx and Rx antenna heights from the second step (ht and hr, respectively) which

denote relative height measurements w.r.t. the soil or water level at the reflection point. The

relative permittivity is then computed using data from the specific location at the reflection point,

namely using antenna heights from step two and water content from step one.

Fig. 5.9 shows an aerial view of the spatial span incurred by the reflection point along the link

path for the Nov. 23, 2019, measurement campaign. It also marks the maximum and minimum

distance bounds (w.r.t. the receiver) resulting from the respective low tide and high tide peaks on

the water level. Note that the reflection point is geometrically-defined, thus computed differently

depending on whether it is an S2S or an S2V link scenario, as described in Chapter3.
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(c) S2S: hr=1.5 m

Figure 5.10: Average power received and corresponding experimental measurements for both the

shore-to-vessel (S2V) (a)(b) and shore-to-shore (S2S) (c) link scenarios.

After determining the point at which the secondary ray reflects, the methodology computes

whether the reflection occurs on the water mass or on the bottom terrain of the intertidal zone. This

latter case implies the terrain might have a varying water content as water evaporates/infiltrates

when the tide is decreasing/increasing, respectively. In order to take into account this fact, we

assume the relative permittivity to be constant whenever the reflection occurs on the ground (εr =

4) or on water (εr = 81) but presents a varying behavior within the transition area between these

two states. Particularly, for improved accuracy, we assume this transition shows an exponential

increase in the value of permittivity with increasing distance from the soil surface, as explained

in [91]. The resulting permittivity curve is depicted in Fig 5.5. (bottom-right).

5.4.1.4 Two-ray model 4⃝

The final step consists of determining the average received power using the two-ray model consid-

ering the time-series data computed in the previous steps and other conventional (static) inputs for

path loss modeling, namely the Tx-Rx distance, Tx power, and antenna gains. The final output of

the methodology is, essentially, the result obtained by the two-ray propagation model when using

precise inputs on the relative antenna heights and permittivity at the time-varying reflection point.

The resulting model output in Fig 5.5 (top-right) shows a clear relationship between received

power and antenna height variations which suggests lower antenna heights led to increased signal

attenuation. Another particular observation is in the transition period behavior, which suggests

that, in this case, the passage from ground to water reflections leads to an increase in the received

signal power due to the higher permittivity of the water medium.

5.4.2 Methodology Validation

We now analyze the validity of the methodology with all the measurements. Fig. 5.10 reports the

average received power obtained using our proposed methodology and the corresponding empir-

ical measurements for the two experimental campaigns, S2S and S2V. Fig. 5.10a and Fig. 5.10b

show the results for the S2V links of Day 2, when the receiver antennas are at hr = 0.5 m and
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hr = 1.5 m, respectively, measured w.r.t. the water surface during high tide. Fig. 5.10c shows the

results for the Day 1, S2S case, i.e. with hr = 1.5 m.

In general, the impact of water level (and corresponding relative antenna heights) on the power

received is noticeable in all the evaluated cases, showing increasing/decreasing trends in agreement

with the methodological predictions. Particularly, the extreme and central parts of the curves show

consistent behavior with the dual condition of the intertidal zone, generally, with higher power

received during low tide periods, and thus with more attenuation during the high tide.

The influence of the relative permittivity is substantial in the case illustrated in Fig. 5.10a,

where a rapid shift in the received power is predicted by the methodology between the ε = 4 and

ε = 81 permittivity curves, in the central area of the figure. A similar trend but with a larger

difference (∼ 5 dB) is exhibited by the experimental measurements. The exponential change of

permittivity in the methodological predictions (see Fig. 5.5) leading to an abrupt shift up/down on

the predicted power received is also similar, but with a less abrupt empirical transition. Fig. 5.10b,

although corresponding to the same measurement campaign (S2V), shows marginal differences in

this effect. Similarly, the results reported for the S2S case in Fig. 5.10c are also negligible.

Further phenomena not explained by our methodology are visible, for example, in Fig. 5.10a

and Fig. 5.10b, between 11:00 AM and 12:00 PM, and 13:00 PM and 15:00 PM, respectively.

A period without data is reported in Fig. 5.10c, between around 14:00 PM, and slightly after

15:00 PM. Despite these limitations, we argue that trends in the path loss predictions are, in gen-

eral, in good agreement with the empirical results. Note that we use the two-ray model for path

loss prediction only, thus leaving other propagation effects beyond the scope of this methodology.

To reduce the mismatches between the measured and estimated power, it would be convenient

to account also for additional factors (e.g., scattering, diffraction) instead. Although not signif-

icant for the comparatively shorter links (750 m) that are the target of this study, tropospheric

effects [140][141] could also be included in an extended methodology that considers substantially

larger links (i.e. several kilometers) typically common in other maritime communication activities.

5.5 Summary & Concluding Remarks

This chapter has described a novel methodology for improved path loss prediction in water en-

vironments with characteristic intertidal zones. The proposed methodology conceives an original

approach to address a number of important shortcomings in existing research, namely, i) low spa-

tial variability, ii) low temporal resolution, and iii) and varying reflective surfaces. The approach

can generally be described as the seamless integration between the well-known two-ray propaga-

tion model and the precise modeling of the tides at the specific location.

In our validation experiments, we showed that this non-trivial combination of models offers

an improved estimation of the link quality able to predict RSSI trends magnitude differences (∼5-

10 dB) that would have not been possible without a tide-informed framework. A naive path loss

estimation (e.g., with the common free-space path loss model) will not consider antenna heights

at all, producing a single (distance-based only) RSSI output model for the whole measurement
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span and thus missing the impact of tides. Likewise, an approach based on the two-ray model with

tides that do not keep track of the temporal reflection point evolution will not consider the changes

between dry, wet, or water permittivity, nor the possible terrain profile differences. As observed,

this can lead to significant RSSI differences both in modeling and experiments, in this case of up

to 10 dB, which further justifies the importance of our research direction.

In future work, we plan to validate the proposed methodology in various types of surround-

ings (e.g. harbors, marinas), as well as using different RF communication bands (e.g. 2.4 GHz

and 5 GHz). We also intend to include additional propagation effects (e.g. scattering, multipath)

and environmental phenomena (e.g. sea waves) into the current modeling framework to further

increase the accuracy of link estimation. Additional measurements will also be conducted on con-

secutive days to characterize possible day-to-day variations of the received signal power, as well

as to quantitatively assess the quality of our prediction. The end goal is to provide RF practitioners

with a network design tool specifically proposed for the deployment of IoT-based environmental

monitoring systems operating over different kinds of water environments.
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Chapter 6

Centrality-Driven Gateway Designation

for Real-Time WSNs

In this chapter, we introduce network centrality as a criterion to designate one or multiple gate-

ways in real-time WSNs (e.g. TSCH-based). The end goal is to improve network schedulability

by design, particularly, by means of a judicious designation of the gateway node. We explore

common centrality metrics from social network analysis (i.e. degree, betweenness, closeness, and

eigenvector) under varying configurations and show that assigning the gateway role based on any

of these metrics is, in general, an effective and promising approach that facilitates WSN real-time

communication. We generalize the idea to multiple gateways with the aid of the unsupervised

learning method of spectral clustering. This latter approach shows to produce WSN designs that

greatly reduce the worst-case network demand. Notably, in a situation with 5 gateways, 99%

schedulability can be achieved with 3.5 times more real-time flows than in a random benchmark.

The chapter herein mostly include scientific material from the following publications:

■ M. G. Gaitán, L. Almeida, A. Figueroa and D. Dujovne, "Impact of Network Centrality on

the Gateway Designation of Real-Time TSCH Networks", in IEEE WFCS 2021.

[Best Work-in-Progress Paper Award] [12].

■ M. G. Gaitán, D. Dujovne, J. Zuñiga, A. Figueroa and L. Almeida, "Multi-Gateway Desig-

nation for Real-Time TSCH Networks using Spectral Clustering and Centrality", in IEEE

Embedded Systems Letters 2022 [3].

6.1 Problem Overview

The ability of WSNs to guarantee a timely delivery of deadline-constrained data flows is a subject

of foremost importance for several applications1. Theoretical and empirical studies have covered

various upper-layer concerns in extenso, from scheduling to routing, and often with a special

focus on the real-time performance assessment using formal guarantees, e.g. schedulability. The

1Consider, for example, a real-time overwater WSN supporting our environmental monitoring use case in Fig. 1.1.
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relatively vast amount of work on this field has considered both specific and random topological

settings, yet often assuming an arbitrary designation of the gateway node. Nevertheless, this

rather common assumption has a non-negligible impact on the WSN traffic schedulability. More

importantly, the problem of how to properly designate a node as gateway in WSNs has not been

fully addressed from a real-time systems perspective.

In this chapter, we attempt to solve the challenge of how we can improve WSN traffic schedu-

lability by judiciously designating a specific node as gateway. We assume full knowledge of the

network topology and we target both single- and multi-gateway designation problems while si-

multaneously dealing the following limitations of existing research:

• Arbitrary gateway designation. Performance studies for WSNs often rely on synthetic

datasets based on random generation. While this generally allows exploring a broad design

space, a random choice of the gateway node is certainly not valid as a design method.

Obviously, neither is in practical studies. Proper gateway designation methods are needed

for real-time WSNs in order to facilitate end-to-end data messages to be delivered timely.

• Position-dependent gateway designation. Real-world settings often rely on position-based

rules for deploying sink nodes (e.g. based on the nominal range of access points). While

this may have some practical validity when logical and physical topologies matches, this is

not always the case, e.g. due to links breaking caused by tidal fading. Moreover, physical

positions can be unknown, and logical topology could be the only information available.

In the following, we tackle the above factors by proposing both single- and multi-gateway

designation methods based on classical centrality metrics from network science (e.g. eigenvector,

betweenness). We highlight this approach pioneers the use of judicious and position-agnostic

criteria for designating nodes as gateways in order to facilitate real-time communication in WSNs.

Organization. The remainder of this chapter is organized as follows. Section 6.2 presents both

single- and multi-gateway designation methods. Section 6.3 offers an evaluation of both methods

in terms of real-time performance under varying configurations. Section 6.4 provides concluding

remarks.

6.2 Multi-Gateway Centrality-Driven Designation

This section formally presents both our single- and multi-gateway centrality-driven gateway des-

ignation methods. To this purpose, we first present the common modeling framework for both

designation problems, including network, flow and performance models. Then, we also present

formal definitions for each of the centrality metrics included in this study. Finally, we introduce

spectral clustering and describe how the extension to multiple-gateway is performed.
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6.2.1 System Model: Network, Flow and Performance Models

We consider a globally synchronized wireless mesh network resorting to a TSCH-based MAC

layer which enables a predictable network operation. The network consists of sensor nodes, relays,

and one or multiple gateways. Sensor nodes transmit periodic deadline-constrained data messages

toward the gateway(s) in multi-hop and convergecast fashion. The network relies on global man-

agement using standard real-time scheduling and routing schemes. In this sense, we assume here

all transmissions are scheduled according to a global EDF policy and using shortest-path routing.

1) Network model. The WSN is abstracted as a graph G = (V,E) with a set of vertices (nodes) V

and set of edges (links) E. The order of the graph is N = |V |, with N − k nodes acting as sensors

and the rest of k nodes as gateways. All nodes are enabled to perform sensing, relaying or gateway

functions. We also assume knowledge of network topology in the form of an adjacency matrix A,

assumed to be transparently maintained using a built-in topology tracking service.

2) Real-time flow model. F = { f1, f2, . . . , fn} denotes the set of n f N − k real-time flows trans-

mitting periodic data messages toward any of the k gateways. Each flow uses a 4-parameter rep-

resentation fi = (Ci,Di,Ti,φi), where Ci is the effective transmission time between source and

destination, Ti the transmission period, Di the (relative) deadline, and φi the routing path. The

term fi,γ represents the γ th transmission of flow fi released at time ri,γ such that Ti = ri,γ+1 − ri,γ .

fi,γ is constrained to reach its respective gateway before its absolute deadline [di,γ = ri,γ +Di].

3) Performance model. To assess WSN traffic schedulability under EDF scheduling, we resort to

the supply/demand-bound based framework in Chapter 2, without further adaptation.

6.2.2 Centrality-Driven Single-Gateway Designation

Given the models presented above, we address the challenge of how to judiciously designate a

node as gateway for enhanced traffic schedulability. We conjecture that since centrality is a quan-

titative measure of how important is a node in relation to others in a given network, it has potential

to become a good candidate for gateway designation. Specifically, we select four of the most com-

mon centrality metrics in social network analysis, namely, eigenvector, closeness, betweenness,

and degree, and we evaluate their real-time performance. We selected these metrics since they are

deemed as almost optimally correlated for the purposes of benchmarking [142].

In the following, we formally define these metrics. Note that since we are first addressing the

case of single gateway designation, we are consider the prior modeling framework when k = 1.

6.2.2.1 Eigenvector Centrality (EC)

This metric quantifies how influential a specific node is w.r.t. others in a given network. This

means a node with has a high EC score is connected to many other nodes which themselves also

are highly scoring nodes. The score is determined from the analysis of the principal eigenvector

extracted from the adjacency matrix representing the network topology. Formally, the EC for a
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given node vq ∈V can be expressed by Eq. 6.1:

EC(vq) =
1

λmax(A)
·

N

∑
j=1

a j,q · x j (6.1)

where λmax(A) is the largest eigenvalue of the adjacency matrix A = [a j,q]N , a j,q is the matrix

element at row j and column q, x j is the jth value of the eigenvector x of graph G, and N is

number of nodes in the network.

6.2.2.2 Closeness Centrality (CC)

This metric quantifies the level of proximity a specific node has w.r.t. the rest of nodes in the

network. For a given node vq ∈V , CC is defined as the inverse of the sum of the geodesic distances

from vq to all the other nodes. Formally, the CC metric is presented in Eq. 6.2 as follows:

CC(vq) =
1

∑p ̸=q distance(vp,vq)
(6.2)

where distance(vp,vq) is the shortest path distance between the nodes vp and vq, with p ̸= q,

∀ vp ∈V . Note that, for simplicity, here we only consider hop-count-based shortest path distances.

6.2.2.3 Betweenness Centrality (BC)

This metric quantifies how many shortest-path routes pass through a specific node in the network.

For a given node vq ∈V , the metric can be computed as the fraction between the number of shortest

paths of any pair vr and vs (∀ vr,vs ∈V ' r ̸= s ̸= q) passing through node vq, and the total number

of shortest paths in the network. Eq. 6.3 formally presents the BC metric:

BC(vq) = ∑
q̸=r

spr,s(vq)

spr,s
(6.3)

where spr,s is the number of shortest paths between any pair of nodes vr and vs, and spr,s(vq) is the

number of those paths passing through node vq.

6.2.2.4 Degree Centrality (DC)

This metric quantifies the number of links, edges or one-hop neighbours a specific node has. For

a given node vq ∈V , DC can be formally presented as in Eq. 6.4:

DC(vq) =
degree(vq)

N −1
(6.4)

where degree(vq) denotes the number of links of vq directly connected to other nodes and N = |V |.
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d Spectral clustering, k = 3

agnostic to node positions

e GW designation w/centrality
e.g., degree centrality

Inputs: 
-Network topology (Adjacency)

-Number of gateways (k)

GW1 GW2

GW3

Example: 3 clusters/gateways

Figure 6.1: A toy example of the centrality-driven multi-gateway designation framework for k = 3

clusters/gateways.

6.2.3 Clustering-Assisted Multi-Gateway Designation

We advocate now for a multi-gateway designation framework in line with our centrality-driven

strategy by further leveraging network science methods. Specifically, we generalize our prior

approach to multiple gateways with the aid of the unsupervised learning method of spectral clus-

tering [143]. While several clustering techniques exist in the literature [144], we resort to this

method due to its superior performance as shown in comparative studies (e.g. [145]). More im-

portantly for our research direction, we selected this class of clustering algorithm since it does not

rely on the node’s physical position but rather on the spectral (graph) properties of the network.

That being said, our clustering-aided approach consists in two main phases 1) first clustering

the network with spectral clustering and 2) applying a centrality metric to designate one gateway

inside each cluster. As an example, a graphical description of the approach when using spectral

clustering combined with degree centrality is illustrated in Fig. 6.1.

6.2.3.1 Phase 1: Spectral Clustering

This phase consist in virtually partitioning the network G in a set of k disjoint and arbitrarily shaped

clusters (or sub-graphs) using spectral clustering. The key idea behind this type of methods is to

leverage the eigen-decomposition of the graph Laplacian matrix (L) to find solutions based on the

relaxation of graph cut problems [146]. Specifically, we use the direct k-way spectral clustering

algorithm proposed by Ng, Jordan, and Weiss [143] to identify groups of widely separated nodes

represented by k connected subgraphs. Differently from other spectral clustering methods, the

Ng-Jordan-Weiss (NJW) algorithm uses eigenvectors of the normalized Laplacian (Lnorm) which

can be computed as follows:

Lnorm = D−1/2 ·L ·D−1/2 (6.5)

where D is the degree matrix, i.e., the diagonal matrix with the degrees of the nodes, and L=D−A

is the Laplacian, with A being the adjacency matrix of the graph.
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Algorithm 1 NJW Spectral Clustering [143]

Input: a graph G and the target number of clusters k

Output: a partition of k clusters Π = {G1,G2, ...,Gk}

1: Find the first k eigenvectors u1,u2,...,uk of Lnorm and sort them in the columns of U ′

2: Build matrix U = [ui j]n×k based on U ′ by normalizing each row of U ′ using

ui j = u′i j/
√

∑k u′2ik

3: Let the ith row of the matrix U represent node vi from graph G

4: Apply k-means algorithm (or an equivalent method) to U and find a k-way partitioning

Π′ = {G′
1, ...,G

′
n}

5: Form the final partition Π assigning every node vi to the cluster Gℓ, if the ith row of U

belongs to G′
ℓ in Π′.

Algorithm 1 shows a high-level pseudo-code of the NJW spectral clustering. Note though

this pseudo-code indicates the use of k-means clustering in step 4, it actually applies it to virtual

distances, after normalization in step 2, thus keeping the independence from physical positions.

6.2.3.2 Phase 2: Clustering-Aided Multi-Gateway Designation

As shown in Fig. 6.1, we leverage a centrality-driven multi-gateway designation framework resort-

ing spectral clustering to partitioning the network. The approach requires computing a centrality

metric per cluster after a number of k clusters has been identified. This means selecting as gateway

of a cluster the node with the highest centrality score. Note that since we are now dealing with net-

work centrality expressions interpreted as cluster centrality metrics, we need to adapt the original

definitions to this particular situation before applying them. This can be done by considering each

cluster Gℓ as a sub-graph of G, characterized by its (cluster) adjacency matrix Aℓ and the number

of nodes in the cluster Nℓ, with ∑
k
l=1 Nℓ = N. We formally summarize these adaptations for the

cluster centrality 2 metrics being considered in Table 6.1.

6.3 Performance Evaluation

6.3.1 Centrality-Driven Single Gateway Designation

6.3.1.1 Simulation Setup

1) Network topologies. We consider a set of 100 mesh topologies generated from random graphs.

Each graph is created using a sparse uniformly distributed random matrix of N ×N and target node

2Notation: degree(vq) denotes the number of edges of node vq that are directly connected to any

of the rest Nℓ−1 nodes in Gℓ; spr,s is the number of shortest paths between any pair of cluster nodes

vr and vs, and spr,s(vq) is the number of those paths passing through node vq; distance(vp,vq) is

the (hop-count) shortest path distance between nodes vp and vq, with p ̸= q, ∀ vp ∈Vℓ, where Vℓ is

the set of vertices or nodes of cluster Gℓ; x j is the j-th value of the eigenvector x of the subgraph

Gℓ, and λmax(Aℓ) is the largest eigenvalue of the cluster’s adjacency matrix Aℓ = [a j,q]Nℓ×Nℓ
, with

a j,q being the matrix element at the row j and column q.
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Table 6.1: Cluster Centrality Metrics.

Metric Definition

Degree DC(vq) =
degree(vq)

Nℓ−1

Betweenness BC(vq) = ∑q̸=r
spr,s(vq)

spr,s

Closeness CC(vq) =
1

∑ p̸=q distance(vp,vq)

Eigenvector EC(vq) =
1

λmax(Ak)
·∑

Nk

j=1 a j,q · x j

density Λ, where N = 80 is the total number of nodes including the gateway. For each centrality

metric, i.e. DC, CC, BC and EC, we choose the node with the highest score (i.e. centrality) as

gateway. The remaining N −1 nodes act as field nodes, i.e. as sensors and/or relays.

2) Real-Time flows. A random subset of n field devices are assumed as sensors periodically

transmitting sensing data toward one gateway. Each sensor node produces a single flow of real-

time packets. We assume n varies within [1,10] for all the cases. The result is a random set

of n real-time flows for each network topology. For each flow, Ci is obtained directly from the

multiplication of the route length of φi (in hops) and the length of the time slot (configured to

10ms). We assume implicit deadlines, thus Di = Ti, where Ti is the flow period. Moreover, Ti

is harmonically generated in the range [24,27] slots. This leads to a direct computation of the

super-frame length, a.k.a. hyper-period (H), here considered its maximum value of 1280ms.

3) Real-time assessment. For the evaluation of schedulability we assume a worst-case factor ∆i, j

(as in [147]) and a time interval of evaluation ℓ= H.

6.3.1.2 Simulation Results

Figure 6.2a shows the schedulability ratio achieved with a gateway designation based on degree

centrality and on a random baseline. These results suggest that, under varying topologies and

workload conditions, the degree centrality metric is always better than (or equal to) the baseline.

Notably, the degree centrality achieves up to about 30% better schedulability under particular

settings. These plots also suggest that higher gains are obtained under moderate workload, par-

ticularly at the low and high network connectivity levels. Note that connectivity is varied here

through node density, where a value of 1 targets a fully linked network, i.e. with each node linked

(in average) to every other node in the network.

Figure 6.2b shows the absolute deviation of the schedulability ratio achieved with the other

types of centrality with respect to the degree centrality metric, which we consider as a reference

for these plots. In all cases, our outcomes show that these other centrality criteria are always better

than or equal to the degree centrality, achieving up to ∼ 18% of additional improvement. However,

none of these centrality metrics dominated the others in all the cases evaluated, thus exploring their

synergy holds promise.
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Figure 6.2: The schedulability ratio under varying number of network flows n ∈ [1,10]; a) the

comparison between the degree centrality and a random baseline when varying network density in

{0.1,0.5,1.0}; b) the absolute deviation of the other centrality measures w.r.t. the degree centrality.

In particular, the betweenness centrality metric was able to achieve the largest gains for all

densities, while eigenvector and closeness were better only under particular configurations. The

eigenvector centrality was almost always equal or slightly better than the betweenness centrality

for the lowest density case, but generally worse for the high and medium densities. Closeness cen-

trality shows, in general, the smallest gains and a more unsteady performance, but still remarkably

if compared to the random baseline. Degree centrality, though not dominant, remains the simplest,

thus preferable from a complexity viewpoint.

6.3.2 Centrality-Driven Multi-Gateway Designation

6.3.2.1 Simulation Setup

1) Network topologies. We consider 1000 random topologies built upon the synthetic generation

of network graphs. Each topology was generated with a target node density d = 0.1 using a sparse

uniformly distributed binary random matrix of N ×N, i.e. assuming lossless links, where N is

the total number of network nodes, including the k gateways. Without loss of generality, we use

k = {1,3,5} and N = 75 for all the simulation experiments.
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Figure 6.3: (Left) Worst-case network demand (ms) in one simulated case during a hyper-period.

(Right) An illustrative example of joint clustering and gateway designation;

2) Gateway designation. After clusters have been created, a number of k nodes is selected as

gateways using each of the cluster centrality metrics in Table 6.1. In the absence of a better solution

to compare against, a random designation of k gateways is also considered, for benchmarking.

Note the random designation is done before clusters are created.

3) Network flows. A subset of n ∈ [1,30] vertices is selected randomly as sensor nodes, i.e. to

periodically transmit deadline-constrained data toward one of the k gateways. Each Ci is computed

directly by the product of the time slot, i.e., 10 ms, and the number of hops in the path φi. Ti is

harmonic and randomly generated in the range of [24,27]. This implies a super-frame length of

H = 1280ms. Finally, Di is set implicitly, i.e. Di = Ti.

4) Real-time assessment. We assess schedulability over a time interval equal to the super-frame,

i.e., ℓ = H, and when all the m = 16 channels are available. Concerning ∆i, j, we use precise

computation derived from the network topology.

6.3.2.2 Simulation Results

Fig. 6.3 and Fig. 6.4 show simulation results based on the setup described above. Fig. 6.4a presents

the schedulability ratio over n flows for both the proposed multi-gateway designation framework

(thicker lines) and a random baseline (thinner lines). As expected, results show that increasing

the number of gateways improves schedulability in all cases. A schedulability ratio of 99% can

be achieved with only 5, 5 and 6 flows using random designation with k = 1,3 and 5, respec-

tively. With our framework, these values increase to 11,17 and 21 flows, respectively, thus an

improvement of 3.5 times in the number of schedulable flows with 5 gateways.

Fig. 6.3 (left) shows the network demand for one of the 1000 random topologies imposed

by n = 25 flows over an interval equal to the hyperperiod H, for both approaches. These results

confirm that our framework significantly reduces the worst-case demand bounds.

Fig. 6.3 (right) illustrates the clustering and gateway designation in a concrete topology when

using our framework. The clustering is coded in different colours and the corresponding desig-

nated gateway is marked with a star.
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Figure 6.4: a) Schedulability ratio of 1000 random topologies with target density 0.1 and k =
{1,3,5}, with degree centrality versus random designation, and b)schedulability ratio deviation of

other centrality metrics w.r.t. degree centrality for k ∈ {1,3,5}

Figures 6.4b present the deviation (difference) in the schedulability ratio achieved by the other

centrality metrics w.r.t. degree centrality, namely, betweenness centrality (BC), closeness central-

ity (CC) and eigenvector centrality (EC), for k ∈ {1,3,5}. These results should be correlated with

those in Fig. 6.4a. All centrality metrics perform equally well for low loads, given the low mutual

interference, with all flows meeting their deadlines (100% schedulability). With high loads, mutual

interference grows and all metrics perform poorly, with few or no flows meeting their deadlines

(0% schedulability). The differences, in any case small (< 5%), appear when schedulability starts

degrading, thus being of low interest from a system design point of view.
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6.4 Summary & Concluding Remarks

This chapter has introduced the idea of centrality-driven gateway designation for enhanced traffic

schedulability in real-time WSNs. Simulation results for the two case studies, single- and multi-

gateway designation, have shown that centrality is an effective and promising approach to improve

schedulability over an arbitrary (random) gateway designation.

The case of single-gateway designation showed larger deviations among the different centrality

metrics evaluated, yet with considerably less amount of test cases evaluated, i.e. 100. The multi-

gateway designation study with 1000 different topologies suggests these differences decrease as

the number of test cases increases. In any case, both studies agree on the lack of a dominant or

optimal criterion for gateway designation; the challenge to be addressed in the next chapter.

Interestingly, this chapter has emphasized the existence of an additional dimension for schedul-

ing problems in real-time networks, i.e. gateway, sink or controller designation, with clear poten-

tial applicability to different types of infrastructures (e.g. 5G, time-sensitive or software-defined

networks) which also rely on traffic schedulability guarantees as key performance indicators.

Similarly, we have shown that the novel combination of two well-established techniques, net-

work centrality, and spectral clustering, can bring benefits as an efficient framework for find-

ing positing-agnostic central nodes in complex structures, as alternative to the more common

(position-dependent) k-means algorithm. While not declared as a major contribution of this thesis,

it represents a research line to further validate and capitalize.

Finally, we recall this approach is intended to be used at systems design time, which is well

suited for overwater WSNs with long-term network dynamics, i.e. stable topologies. We yet envi-

sion further research extending the centrality-driven gateway designation framework to dynamic

topologies. We conjecture that in frameworks such as swarms of marine robots, a leader selec-

tion could be made based on centrality in order to facilitate real-time communication. This can

be combined to our physical-layer positioning technique to find distance configurations for the

swarm that can deal with both, real-time and overwater aspects simultaneously.



Chapter 7

Minimal-Overlap Centrality-Driven

Gateway Designation

In this chapter, we aim to further enhancing real-time performance of globally synchronized wire-

less mesh networks (e.g. TSCH-based) by means of gateway designation. We continue advocating

for a judicious centrality-driven method but this time by proposing a novel metric termed minimal-

overlap network centrality. The new metric conveniently exploits the relationship between path

node-overlaps and gateway designation for improved traffic schedulability. We thus make use of

this metric to designate as gateway the node which produces the least overall number of over-

laps. As in the previous chapter, we also extend the method to multiple gateways with the aid

of the unsupervised learning method of spectral clustering. Extensive simulations with varying

configurations evaluate the real-time performance of this new approach at system design time.

Notably, these results show our methods are dominant over all classical network centrality criteria

evaluated, both for single and multiple gateway designation.

The material included in this chapter is mostly derived from the following publications:

■ M. G. Gaitán, P. d’Orey, P. Santos and L. Almeida, "Minimal-Overlap Centrality-Driven

Gateway Designation for Real-Time TSCH Networks", in RAGE 2022 Workshop, co-located

with DAC 2022. [Best Paper Award] [8].

■ M. G. Gaitán, L. Almeida, P. d’Orey, P. Santos and T. Watteyne, "Minimal-Overlap Network

Centrality for Multi-Gateway Designation in Real-Time TSCH Networks", in ACM Trans-

actions on Embedded Computing Systems 2023 (Under Review) [1].

7.1 Problem Overview

In the context of IIoT, many networks are mesh WSNs1 with a fixed set of field nodes gathering

data from a process to support system-wide monitoring and control. The network flows are static,

defined at design time, and converge to one or more gateways. Typically, gateways are deployed

1Further consider our use case of an overwater mesh WSN for real-time environmental monitoring as an example.

75
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in some arbitrary positions. Conversely, gateway designation uses existing nodes for the gateway

function without adding new ones, but their positions are constrained, instead.

The gateway – an essential node enabling seamless communication with external entities – also

plays a role in real-time network operation. Proper gateway designation, routing, and scheduling

are thus needed for real-time flows to meet their timing constraint. As shown in the previous

chapter, the notion of network centrality – from network science – can effectively support gateway

designation while facilitating real-time communication. Despite the promising results, none of the

assessed metrics dominate the others and optimal performance is far from being achieved.

In this chapter, we address the challenge of proposing a new dominant network centrality

metric specifically designed to reduce (worst-case) end-to-end deadline misses in WSNs. While

classical centrality metrics have shown acceptable real-time network performance in some config-

urations, we observe these metrics were not tailored and engineered for real-time communication

and as so do not explicitly take into account the following considerations:

1. Conflicting transmissions. In real-time WSNs, priority-based transmissions involving a

common node can lead to the so-called transmission conflicts, which influence end-to-end

delays, and consequently may cause violations of timing requirements (i.e. deadline misses).

Shortest paths from sensor nodes toward a common gateway often involve several common

nodes, thus leading to more transmission conflicts than e.g. disjoint but longer paths.

2. Contention delays. In time-triggered communication, contention can occur when a higher-

priority transmission delays a lower-priority one. If more resources (i.e. channels) are

available within the same slot, contention delays can occur when all of them are occupied

by higher-priority transmissions. Shortest paths in WSNs use generally fewer transmissions

(thus resources) than e.g. longer paths, leading potentially to lower contention delays.

In order to take into consideration these two factors, we propose a novel centrality metric for

gateway designation which offer a good trade-off between contention and conflicts delays while

improving traffic schedulability. Whereas a schedulability-optimal choice could be made using

enough computational power, we advocate here for a less demanding method that does not require

fully assessing network schedulability to achieve near-optimal real-time performance.

Organization. The remainder of this chapter is organized as follows. Section 7.2 formally

presents our novel single- and multi-gateway designation methods. Section 7.3 offers an as-

sessment of both case studies in terms of real-time performance under varying configurations.

Section 7.4 summarizes and concludes the chapter.

7.2 Minimal-Overlap Network Centrality for Multi-Gateway

Designation in Real-Time Wireless Sensor Networks

In this section, we present our novel centrality-driven single- and multi-gateway designation

framework for real-time WSNs leading to improved real-time performance at system’ design time.
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We resort to alike fundamental concepts from our centrality-driven gateway designation in

the previous chapter but we solve the gateway designation problem by proposing a new flow-

informed metric termed minimal-overlap centrality based on the overall reduction of path node-

overlaps in the network. We conjecture that by considering all flows’ path information to reduce

overlaps, we are simultaneously taking into account both conflict and contention factors by design.

A lower overall number of path node-overlap reflects at the same time a lower amount of shared

paths (potential conflicts), and a lower load (potential contention) allocated at the same node.

Nevertheless, because less overlapping also implies having more disjoint but longer paths, an

increase in overall contention is also expected. Yet, since transmission conflicts are deemed to

be a major player on the worst-case end-to-end delays of mesh WSNs (see e.g., [148]), we also

expect our trade-off heuristic approach leads to an improvement in traffic schedulability.

Note that we resort to equivalent network, flows, and performance models presented in the

previous chapter. We do not further discuss this here for brevity reasons.

7.2.1 Minimal-Overlap Centrality-Driven Single-Gateway Designation

Given the network and real-time flow models presented earlier, we continue with the challenge of

how to judiciously designate a node as gateway for improved WSN traffic schedulability. Here,

since we are addressing first the case of single gateway designation, we consider k = 1 in the mod-

eling framework. That being said, we opt now for a flow-informed gateway designation strategy

which makes the network aware of the overall path-overlapping degree when considering all rout-

ing paths to be known beforehand2. To this purpose, we propose a novel network centrality metric

termed minimal-overlap centrality which characterizes the relationship between the overall path

node-overlaps and gateway designation. In this new perspective, a node with a higher centrality

measure indicates a node with a lower number of shared paths, and thus with fewer node overlaps;

ergo more “central". Similarly to the previous chapter, the resulting metric is then used to desig-

nate as a gateway the node with the highest score, here the one of minimal-overlap centrality. A

graphical representation of the proposed gateway designation is presented in Fig. 7.1 for clarity.

Eq.7.1 formally presents our proposed metric:

MO(vq) =
1

∑
n
i, j=1'i ̸= j ∆

q
i, j +1

(7.1)

where the factor ∆
q
i, j is the node-path overlap contribution from flows fi and f j when their routes

φi and φ j are directed toward node vq, and n is the number of flows in the set F .

In short, the new metric is built upon the computation of the overall path overlapping resulting

from the superposition of all flow routes in the network when directed to a given node vq ∈ V .

Classical network centrality metrics are also considered for benchmarking purposes. We do not

present them here for brevity reasons, since they have been formalized in the previous chapter.

2Although we have assumed here a hop-count-based shortest-path routing (e.g. Dijkstra) for simplicity, the selection

of the routing algorithm is arbitrary, and thus does not challenge the validity of the approach. Note also that knowing

the routing path of each flow beforehand is also a requirement of the real-time flow model adopted, i.e. φi
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Figure 7.1: A graphical representation of the minimal-overlap centrality-driven single-gateway

designation strategy applied to an arbitrary mesh network.

7.2.2 Minimal-Overlap Centrality-Driven Multi-Gateway Designation

Typically, increasing the parallelization of flows using multiple gateways may bring a number of

benefits in terms of network performance, also from a real-time systems perspective. A higher

number of gateways often means less congestion since all the flows do not need to converge to

the same destination. This may reduce shared paths (fewer conflicts) and improve load balance

(less contention), aspects of interest for this research. However, the question of how to judiciously

designate multiple nodes as gateways for improved WSN traffic schedulability is not trivial, as

it has common roots with the single-gateway designation problem. While prior work has shown

schedulability improvements by multi-gateway placement (e.g. [124]), the problem of designation

is different from placement since typically agnostic from nodes’ positions, as in our case.

In this section, we leverage the multi-gateway extension of the combined spectral clustering

and centrality framework presented in the previous chapter. The clear difference is that now in

phase 2 we do not favor the use of a classical centrality metric but rather of our new flow-informed

metric. We consider classical metrics for benchmarking. We recall that the overall approach

allows us to keep freedom from node positions by only resorting to the spectral properties of the

network. In this regard, the framework is intended to be used at system design time while only

requiring two major inputs: i) the network topology (graph) in the form of an adjacency matrix

and ii) the target number of gateways. We further remark that our multi-gateway designation is

parametric, allowing exploring the trade-off between schedulability and k, the number of gateways,

thus enabling efficient designs with the minimum number of gateways needed to guarantee traffic

schedulability.

In the following, we elaborate on the differences the new approach has with phase 2 of the

original framework. Phase 1 is the same, thus we do not cover it again for the sake of brevity.

7.2.2.1 Phase 2: Clustering-Aided Multi-Gateway Designation

This phase consists of first i) computing the centrality measure per sub-graph after the k clusters

have been identified to then ii) selecting as gateway of each cluster the node with the highest

centrality score. This reasoning applies to any other type of centrality being used for multi-gateway
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designation. However, when computing the centrality score of each node, we need first to adapt the

respective network centrality expression to the current interpretation of being a cluster centrality

metric, as presented earlier in Table 6.1. Essentially, this adaptation is done by considering each

cluster Gℓ as a sub-graph of G characterized by its respective cluster adjacency matrix Aℓ and the

number of nodes in the cluster Nℓ, with ∑
k
l=1 Nℓ =N. In the case of Eq. 7.1 for the minimal-overlap

centrality we reformule it as:

MOℓ(vq) =
1

∑
nℓ
i, j=1'i̸= j ∆

q
i, j +1

(7.2)

where nℓ < n is the number of sources which flows are directed to node vq ∈ Gℓ, q ∈ [1,Nℓ],

and thus MOℓ(vq) denotes the minimal-overlap (MO) cluster centrality for a given node vq ∈ Gℓ.

Note that when k = 1, the associated cluster corresponds to the whole network. Thus, this MO

expression also generalizes Eq. 7.1 to multiple gateways.

7.3 Performance Evaluation

7.3.1 Simulation Setup

1) Wireless mesh networks. We consider 1000 network topologies built upon the synthetic gen-

eration of random graphs. Each graph is generated using a sparse uniformly distributed random

matrix with a target (average) node density of d = {0.1,0.5,1.0}. The dimension of the random

matrix is N ×N, where N = 75 is the total number of nodes in the network including k = {1,3,5}

gateways. All graphs represent TSCH-based WSNs in multi-channel operation, here using m = 16

channels and time slots of tslot = 10 ms.

2) Real-time network flows. We consider a subset of n ∈ [1,30] nodes are source nodes while the

rest acts as relays or gateways. Source nodes are selected randomly from the set of field nodes, i.e.

excluding the k gateways. All flows are consistently generated according to the real-time model

4-tuple parameter (Ci,Di,Ti,φi). Each flow is directed to only one of the k gateways through its

shortest path φi. Ci is computed by multiplying the time slot duration tslot with the length of the

routing path (in number of hops). Ti is randomly generated in the form 2η , with η ∈N in the range

[4,7], thus leading to harmonic periods. This implies a super-frame duration (or hyper-period) of

H = 27 slots, i.e. H = 1280 ms. All the respective deadlines (Di) are assumed to be equal to the

respective flow periods, i.e. Di = Ti, thus assuming an implicit-deadline model.

3) Real-time performance assessment. We resort to the supply/demand-bound based schedu-

lability test introduced earlier. We recall this real-time performance assessment tool assumes all

transmissions are scheduled under a global EDF scheduling policy. We consider an interval equal

to the hyper-period (ℓ= H) for evaluation, in all the cases. Concerning ∆i, j, we use precise com-

putation of node-path overlaps derived directly from network topologies.
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Figure 7.2: (Top) Schedulability ratio of 1000 random topologies for varying number of flows

with target density 0.1 (a), 0.5 (b) and 1.0 (b) resorting to gateway designation methods based on

i) classical network centrality metrics (e.g. eigenvector centrality) and ii) the proposed minimal-

overlap network centrality. (Bottom) The relative ratio in terms of schedulability from the best

and worst possible gateway assignments. A random selection is included as reference.

7.3.2 Simulation Results

7.3.2.1 Traffic Schedulability, k = 1

Fig. 7.2 (top-row) presents schedulability ratio results for the case of single-gateway designation,

i.e. k = 1, when varying the number of network flows n ∈ [1,30] and when using different network

densities d = {0.1,0.5,1.0} (see left, middle and right plots of top row, respectively). These results

correspond to different centrality metrics used as criteria to designate one gateway. Specifically,

our minimal-overlap metric is compared against the classical eigenvector, closeness, betweenness

and degree, as well as versus a random assignment for reference. As expected, it can be observed

that the schedulability ratio decreases for larger numbers of flows in all configurations due to the

larger channel contention and transmission conflicts. Conversely, higher network density increases

the number of potential paths between any given pair of nodes, favoring schedulability.

The results also show that the minimal-overlap gateway designation method achieves higher

schedulability for all numbers of flows and densities when compared with a non flow-informed

method based on classical centrality metrics (e.g. betweenness or degree). We argue this is caused

mostly by the minimal-overlap method’s ability to decrease, by design, the number of overlapping

paths. This, in turn, allows for reducing transmission conflicts, thus improving the timely delivery

of data messages. As expected, the proposed minimal-overlap method is also clearly superior to

the random selection, further demonstrating the significance of judicious gateway designation.

We also analyze how the proposed method deviates from the system’s optimal gateway election
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Figure 7.3: (Left) Average number of overlaps of 100 random topologies when varying network

flows for two gateway designation methods (minimal-overlap and degree) and two extreme den-

sities, namely 0.1 (solid line) and 1.0 (dotted line). (Right) Execution time for different gateway

designation methods, namely, minimal-overlap, degree and best, considering up to 25 network

flows and two extreme target densities, namely 0.1 (solid line) and 1.0 (dotted line).

Fig. 7.2 (bottom-row). The metric relative ratio is defined as the ratio between the schedulabil-

ity ratio of a given method to the schedulability ratio of the best and worst performing nodes in

the network, with a value of 1 denoting best and 0 the worst performance. The results show the

performance of the proposed method is only slightly below the best method, having the maxi-

mum degradation of ∼24% for a density of 0.1 and 20 simultaneous flows. We highlight that this

degradation is lower for larger densities (e.g. d = 0.5), becoming negligible for highly connected

networks (e.g. d = 1.0), because the overall overlapping degree decreases for increasing density;

as shown also in [11]. Additionally, these results reveal that the performance improvements of the

proposed method are, in general, able to increase for higher density and higher number of flows

when compared with other centrality-based gateway designation methods or random gateway se-

lection.

7.3.2.2 Computational Cost, k = 1

Fig. 7.3 depicts the average execution time for different gateway designation methods versus the

optimal gateway designation. Regarding the classical centrality-based designation method, we

solely present the result for degree centrality for visual clarity and because this has the lowest

execution time among all metrics. We also present results for two extreme density values of 0.1

(solid line) and 1 (dashed lines). The setup for this experiment used MATLAB R2020b on Ubuntu

18.04 LTS on a laptop with an Intel Core i7-6500U CPU at 2.5GHz and 4GB of DD3 RAM.

These results confirm the low execution time of the degree-centrality gateway designation.

On the other hand, minimal overlaps designation considerably decreases the execution time when

compared against optimal gateway designation, particularly for higher number of flows. Note that

the optimal method uses extensive search with full schedulability analysis for each case, while the

MO metric just requires computing the number of overlaps in the network given a set of flows. The

results also show that the density has a minimal impact on the average execution time. Overall, the

proposed method provides a good trade-off between achievable schedulability ratio (near optimal)

and computational cost (about half the value of the optimal method).
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Figure 7.4: Average schedulability ratio of 1000 random topologies for varying number of flows

when using (a) k = 2 and (b) k = 3 gateways. The solid blue line curves show the results for our

minimal-overlap centrality used as a cluster centrality metric and when compared against classical

centrality metrics. Best and worst performing nodes are also shown as benchmarks.

.

7.3.2.3 Schedulability Ratio, k>1

Fig. 7.4 presents different schedulability ratio results for the minimal-overlap multi-gateway des-

ignation framework when compared to classical centrality-driven methods. Also, both the best

and worst possible gateway selections at each cluster are presented (in dotted lines) for compari-

son. Overall, these results show our minimal-overlap framework is always dominant over all the

classical metrics assessed while achieving optimal (best) or near-optimal real-time performance,

especially when the node density is increased. As expected, it is also shown to be clearly superior

that the worst performing gateway selection at each cluster.

Fig. 7.4a shows the results for k = 2 gateways while Fig. 7.4b the case for k = 3. These

results confirm the expectation that an increase in the number of gateways (and clusters) also fa-

vors schedulability. As shown in the previous chapter, a greater number of gateways significantly

reduces network demand, positively impacting the overall network schedulability. This benefit

can be observed here too, for example, in the case study with d = 0.5 (bottom-row), which al-

lows passing from 10 to 30 schedulable flows with 99.9% of schedulability, which represents

an improvement of 200% w.r.t. to the same framework, same configuration, but one more clus-

ter/gateway. A similar effect can be observed when using d = 0.1 (top-row) but with lower gains,

due to the reduced node density. Note that this density-related effect is consistent with the idea

of having more diversity for paths favors schedulability, especially when using a minimal-overlap
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approach.

7.4 Summary & Concluding Remarks

This chapter has provided a novel framework for designating nodes in real-time mesh WSNs. The

end goal is to improve traffic schedulability by design by means of judicious gateway designation.

The framework considers both single- and multi-gateway designation cases, both resorting to the

notion of network centrality from social network analysis. As different from the previous chapter,

we provide here a new centrality metric termed minimal-overlap centrality which characterizes

the overall path-overlapping degree among any of the active flows in the network. This metric

dominates over classical centrality metrics in terms of real-time performance, while offering con-

siderable improvements in terms of schedulability. The multi-gateway version uses this metric at

the cluster level, after partitioning the network in a set of k disjoint clusters using spectral cluster-

ing. Overall, this framework represents the first specific position-agnostic approach specifically

designed to enhance traffic schedulability in real-time mesh WSNs.

In comparison with the previous chapter, this study has also evidenced the existence of an

optimal (or best) solution among all the possible nodes in the gateway, for the single gateway

case, or among all the nodes in each cluster, for the case of the clustering-assisted multi-gateway

designation. We have used this option as ground truth while emphasizing its complexity from the

computational point of view. This is visible not only in terms of time complexity estimation, but it

is also clear analytically, by inspection. The minimal-overlap approach is simple in general, which

means it can also be straightforwardly applied to a different context, e.g. energy consumption, or

load balanced, while at the same time offering enhanced real-time behavior.

In the future, we are interested in further benefits from the use of this framework at run-time,

equivalent to what was explained in the previous chapter, for example, as a potential solution for

fast leader selection in dynamic networks with mobile robots, including swarms of small ves-

sels in over-water environments, or vehicular platoons. We also aim to assess the validity of the

framework in different scenarios in which topologies are not necessarily uniformly distributed as

the ones evaluated, but with particular topological properties (e.g. network motifs), or in regular

topologies (e.g. grids, hexagons, etc.). More importantly, we aim to verify the benefits of this

framework in real-world testbeds.



Chapter 8

Minimal-Overlap Shortest-Path

Routing

In this chapter, we focus on improving the real-time performance of globally synchronized wire-

less mesh networks (e.g. TSCH-based) regardless of gateway designation. To this purpose, we pro-

pose a novel scheme termed minimal-overlap shortest-path routing able to enhance traffic schedu-

lability by means of judicious source routing design. The scheme is based on an original greedy

meta-heuristic for minimizing the overall amount of flows’ path-overlaps in the network. Simu-

lation results with varying configurations show our flow-informed routing scheme effectively im-

proves real-time network performance when compared to a conventional (hop-count) shortest-path

routing. Additional experiments suggest our approach can lead to optimal or near-optimal traffic

schedulability when combined with a centrality-driven gateway designation criterion, scheduling

up to 3 times more flows than a naive real-time configuration.

The material included in this chapter is mostly derived from the following publications:

■ M. G. Gaitán, L. Almeida, P. Santos and P. Yomsi, "EDF Scheduling and Minimal-Overlap

Shortest-Path Routing for Real-Time TSCH Networks", in NG-RES 2021 Workshop, co-

located with HiPEAC 2021 [11].

■ M. G. Gaitán, L. Almeida, T. Watteyne, P. d’Orey, P. Santos and D. Dujovne, "Joint Schedul-

ing, Routing and Gateway Designation in Real-time TSCH Networks", in JRWRTC 2022

Workshop, co-located with RTNS 2022 [9].

8.1 Problem Overview

The study of the real-time performance of mesh WSNs is multi-dimensional. Proper schedul-

ing, routing, and gateway designation methods are needed for real-time flows to satisfy stringent

timing constraints. Traditionally, priority-driven real-time scheduling have dominated research

studies in this field, often assuming an arbitrary criterion for gateway designation and a standard

routing operation. While plenty of specialized routing schemes for WSNs has been proposed in

84
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the literature, only a few of them fit into the class of real-time wireless routing [134], i.e. routing

methods specifically engineered to enhance and/or guarantee real-time performance in WSNs.

In this chapter, we aim to complement our prior findings on gateway designation by proposing

a novel scheme for source routing able to improve traffic schedulability regardless of gateway

designation. Similar to our prior research for minimal-overlap gateway designation, we take into

account for the routing design the two dominant factors influencing worst-case end-to-end deadline

misses in real-time (mesh) WSNs:

1. Conflicting transmissions. An optimal gateway designation can provide us with the “best"

configuration", e.g. in terms of overlaps (thus potential conflicts), but this result is con-

strained to a given solution space imposed by the flows’ paths. Different routing methods

provide different flow paths, and thereby different “best" configurations in terms of conflict

delays, because of the different solution spaces being explored.

2. Contention delays. Any routing method has a particular contention “footprint" given by the

overall number of transmissions resulting from the length of their flows’ paths. Longer paths

increase worst-case contention delays and thus influence traffic schedulability. Shortest

paths are preferred but they often increase transmission conflicts.

An approach that both reduces conflicts and contention delays is a non-trivial trade-off to

achieve. Yet, resorting to the idea of path overlap minimization is still a compromise that can

be exploited in further dimensions, e.g. routing. Therefore, as different from our prior research

acting on the node to be designated as gateway, here we act on the routing dimension by offering

a set of source routing paths of minimal-overlap. Concretely, we provide a novel greedy meta-

heuristic-based scheme that generates a set of disjoint paths, which are “good enough" both in

terms of reduced conflicts (i.e. minimal overlaps) and contention (i.e. shortest paths) delays; thus

achieving better schedulability regardless of gateway designation.

Organization. The remainder of this Chapter is organized as follows. Section 8.2 formally

presents our new method, formulating the problem and describing the proposed solution. Sec-

tion 8.3 evaluates the performance of the proposed method under varying conditions, considering

two main case studies. Finally, 8.4 offers a summary and concluding remarks.

8.2 Minimal-Overlap Shortest-Path Routing for Real-Time WSNs

Fig. 8.1 shows a graphical representation of the proposed minimal-overlap routing method. It

clearly resemble Fig. 7.1 in the previous chapter due to the similar foundational questions both

methods attempt to answer. Although, at first sight both problems may looks similar, a consider-

able difference is the fact that the routing problem here addressed has no straightforward optimal

solution to which compare. A minimal-overlap gateway designation can be obtained by exhaus-

tive search, by checking among all the nodes which of them provides the minimum overlapping

degree. Alike with the optimal solution, i.e. the one which produces the best schedulability re-

sults. However, to find the set of flow paths which produces the minimal overlapping degree in the
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Figure 8.1: A graphical representation of the minimal-overlap shortest-path routing scheme ap-

plied to an arbitrary mesh network.

network is a combinatorial problem which escalates in computational complexity as the number of

flows increases. Therefore, despite the common intuition of minimize path overlaps, the necessary

techniques needed to solve each of the associated problems may differ significantly.

In this section, we present the challenge of finding a set of flows paths that minimize overlaps

as an optimization problem. We then propose a solution for this problem by using a novel heuristic

approach based on a greedy search algorithm. In short, this algorithm explores the solution space

by providing a different set of flow paths at each iteration that depends on the previous set of paths

found. Although the algorithm may recommend candidates than are worse than the initial or the

current best solution among all the iterations explored, after few to several iterations the algorithm

is able to find shortest-path combinations of considerably reduced overlapping; when compared to

the initial solution. The output of the algorithm is the set of minimal-overlap shortest-paths.

8.2.1 Problem Formulation

We resort to the network and real-time flow models presented in the previous chapter but consid-

ering the case of single gateway designation only, k = 1. Given this framework, we consider the

problem of finding the optimal set of flow paths Φopt
def
= {φ

opt
1 ,φ opt

2 , . . . ,φ opt
n } that minimizes the

overall number of path overlaps between any pair of flows in the network.

Definition 8.2.1. (Nominal Paths) We denote as F0
def
= { f 0

1 , f 0
2 , . . . , f 0

n } the nominal (or initial)

set of flows in the network which set of flow paths Φ0
def
= {φ 0

1 ,φ
0
2 , . . . ,φ

0
n } is obtained using a

conventional (hop-count) shortest-path algorithm.

Definition 8.2.2. (Candidate Paths) We denote as Fk
def
= { f k

1 , f k
2 , . . . , f k

n} (with k ∈ N) the kth vari-

ation of the nominal set of flows F0 when a candidate set of routes Φk
def
= {φ k

1 ,φ
k
2 , . . . ,φ

k
n} is con-

sidered, instead. A method to generate candidate paths is proposed in the next subsection.

Definition 8.2.3. (Network Overlaps) We denote as Ωk the overall number of path overlaps be-

tween any pair of flows in the set Fk
def
= { f k

1 , f k
2 , . . . , f k

n} with Ωk computed as the sum of all the

individual node overlaps δ k
i j between the paths of any pair of flows f k

i and f k
j in the set Fk, where

i, j ∈ [1,n]' i ̸= j; ergo Ω0 is the respective overall number of path overlaps for F0.
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Given a network graph G, a nominal solution Φ0 with respective Ω0, and a number of kmax ∈N

candidate sets of routes Φk, we formulate the problem of minimizing Ωk as follows:

minimize
Ωk

Ωk = ∑
∀i, j∈[1,n]'i̸= j

δi, j(Φk)

subject to k ∈ [1,kmax],

Φk ∈ [Φ1,Φkmax
]

(8.1)

where δi, j(Φk) denotes the number of node overlaps between the routes of the flows f k
i and f k

j

∈ Fk (i.e. δ k
i j), ∀i, j ∈ [1,n]' i ̸= j. The output result Ωk = Ωmin

k is the minimal overall number of

overlaps within all the kmax possible sets of flow paths [Φ1,Φkmax
]. We call Φopt to the set of flow

paths Φk that produces the optimal (or minimal-overlap) routes among all candidates.

Note. We make clear that each individual route φ k
i in Φk is a sub-optimal version of the shortest-

path φ 0
i because its route length ζ k

i is always greater than or equal to ζ 0
i , the route of the nominal

(shortest) path. In the same way, the transmission time Ck
i associated with f k

i is always a sub-

optimal version of C0
i , since Ck

i is always greater than or equal to C0
i . We also clarify that a larger

Ck
i does not necessarily imply a larger Ωk, and vice-versa. Finally, note that although a larger Ck

i

may lead to larger end-to-end delays, we conjecture that this impact is, in general, less detrimental

than the impact of overlaps, thus we target to minimize this latter factor.

8.2.2 Greedy-Search Based Solution

We propose an approximate method to solve the problem formalized in (8.1). The approach is

based on a greedy meta-heuristic that recommends a single candidate set Φk at each kth iteration,

and then computes the corresponding Ωk. The smallest of the Ωk after kmax iterations is designated

as Ωmin
k which is reported at the last iteration. We detail the proposed method as follows:

Step 1 (Initial solution)

− At k = 1, Φk = Φ1 is computed as a function of the path overlaps resulting from Φ0, i.e.,

from the initial set of (hop count) shortest-paths, and from the graph G = (V,E).

− Φ1 is computed as the set of (weighted) shortest paths of G1 = (V,E1), a modified version of

the unitary-weighted G whose set of edges is weighted as a function of the node-overlapping

degree derived from the set of flow paths Φ0.

− The cost function Wi, j(u,v) that weight any edge (u,v) in G whose nodes u and v ∈ V are

simultaneously in any pair of routes φ 0
i and φ 0

j ∈Φ0 is defined as follows:

Wi, j(u,v) = 1+

δ 0
i, j

∑
e=1

ψ (8.2)
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where ψ ∈ R is an arbitrary factor1, and δ 0
i, j is the number of node overlaps resulting from

the routes φ 0
i and φ 0

j ∈Φ0, ∀i, j ∈ [1,n]' i ̸= j.

− Therefore, Φ1 is the resulting set of (weighted) shortest-paths over G1, and Ω1 the corre-

sponding overall number of overlaps for Φ1.

− If Ω1 < Ω0, then Ωmin
k = Ω1, else Ωmin

k = Ω0.

Step 2 (Greedy search)

− For any k ∈]1,kmax], the search for a Ωmin
k is generalized.

− Gk = (V,Ek) is defined as the modified version of G(k−1) = (V,E(k−1)) whose set of edges

is weighted using the following cost function:

W k
i, j(u,v) = 1+

δ
(k−1)
i, j

∑
e=1

ψ (8.3)

where δ
(k−1)
i, j results from the routes φ

(k−1)
i and φ

(k−1)
j ∈Φ(k−1),∀i, j ∈ [1,n]' i ̸= j.

− Φk is thus computed as function of the path overlaps resulting from the set Φ(k−1).

− If Ωk < Ωmin
k , then Ωmin

k = Ωk, else Ωmin
k = Ωmin

k .

Step 3 (Best solution)

− At k = kmax, the algorithm finishes and provides Ωmin
k , i.e., the minimal overall number of

overlaps within all the kmax Φk sets recommended. Note that the quality of Ωmin
k will depend

on the quality of the generated Φk sets, as well as on the total number of iterations.

− The optimal set of routes Φopt is thus the Φk which provides Ωmin
k .

8.2.2.1 Pseudo Algorithm

Algorithm 2 presents a pseudo-code for the proposed method. The algorithm consists of three

major procedures:

• EDGEUPDATE (lines 1-5),

• CALCOVERLAPS (lines 6-9) and

• MOGH (lines 10-27).

1The arbitrary factor Ψ is a user-defined parameter, here assumed as constant, but that can be optimized to provide

better (e.g., faster) solutions for Ωmin
k . Yet, this aspect is not further explored in this dissertation.
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Algorithm 2 Minimal-Overlap (MO) Routing

Input: G, F , kmax,ψ
Output: Φopt , Ωopt

1: procedure EDGEUPDATE(Gin,Φin)

2: W k
i, j(u,v) = 1+∑

δ
(k−1)
i, j

e=1 ψ

3: Gout ←− Gin(V,E
weighted)

4: return Gout

5: end procedure

6: procedure CALCOVERLAPS(Φin)

7: Ωk = ∑
n
i, j ∆i j

8: return Ωout

9: end procedure

10: procedure MOGH(G,F,kmax)

11: k = 0 ▷ Initial Solution Start

12: Φ0← SHORTESTPATH(G,F) ▷ Hop-count-based

13: G0← G

14: while k f kmax and Ωmin
k > 0 do ▷ Greedy Search

15: Gk← EDGEUPDATE(Gk−1, Φk−1)

16: Φk← SHORTESTPATH(Gk,F) ▷ Weight-based

17: Ωk = CALCOVERLAPS(Φk)
18: if Ωk < Ωmin then

19: Ωmin
k = Ωk

20: Φmin
k = Φk

21: else

22: Ωmin
k = Ωmin

k

23: end if

24: k = k+1

25: end while

26: Φopt = Φmin
k , Ωopt = Ωmin

k . ▷ Best Solution

27: end procedure

The MOGH procedure is the main method. It determines a new set of flow paths Φk – and

its corresponding overall number of overlaps Ωk – at each kth iteration. The method stops at the

last iteration when it provides a set of paths of minimal overlapping degree (among the solution

space explored). The procedure may stop first if the overall number of overlaps reaches zero, i.e.

Ωk = 0.

The EDGEUPDATE procedure updates the weights of the link for the input topology Gin to

then return a new weighted topology Gout over which the new paths and overlaps are calculated.

It resorts to the cost function W k
i, j(u,v) to determine the weight of any edge (u,v) in Gout as a

function of δ k
i, j and ψ . We recall the former represents the number of overlaps between the paths

of flows f k
i and f k

j ∈ Fk at the graph Gin, while the latter is a user-defined parameter used to control

the speed of convergence of the algorithm.

The SHORTESTPATH procedure provides the shortest sequence of edges between any pair of

nodes in the graph, by resorting to a classical weighted or hop-count-based shortest-path mecha-
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nism (e.g. Dijkstra). Finally, the CALCOVERLAPS procedure returns the total number of overlaps

in the network by summing every ∆k
i, j factors (as defined in Chapter 6) which denotes the overlap-

ping degree experienced by the paths of any pair of flows f k
i and f k

j ∈ Fk.

8.3 Performance Evaluation

In this section, we report simulation results for two case studies. First, we evaluate the case when

the minimal-overlap routing method assumes an arbitrary gateway designation, and we compare it

against a naive shortest-path routing. Second, the case when the minimal-overlap routing scheme

is used in conjunction with different centrality-driven gateway designation methods using classical

network centrality metrics. We compared this latter case with a random gateway designation.

8.3.1 Case 1: Arbitrary Gateway Designation

8.3.1.1 Simulation setup

We break the setup up into two aspects allowing us to assess different workloads and topological

conditions: i) network topologies and ii) network flows.

1) Network topologies. We consider 100 topologies built upon the generation of random graphs.

Each graph was created based on a sparse uniformly distributed random matrix of size NxN and

density Λ (with Λ in [0,1] ∈ R). Each sparse matrix acted as an adjacency matrix for the graph

generation. The size of the sparse matrix (NxN), and thus the number of vertices in the graph

(N = 66), were fixed for all the simulation instances (as in [134]). We considered varying values

of Λ = λ
N

, with λ in the range [4,12], where λ here indicates the median vertex degree of the

graph. We justify this choice with practical deployments in which each node is typically required

to be connected at least to other 3 nodes in the network (i.e., λ g 3). Note that, in general, this

setup provided connected graphs but in the few cases nodes were disconnected we forced a random

connection (edge) with any of the other connected vertices.

2) Network flows. For each topology, we consider a random subset of n∈ [2,22]∈N sensor nodes

generating real-time flows toward the gateway (as in [134]). Arbitrarily, we select as gateway the

node with the highest betweenness centrality 2. Assuming (hop-count-based) shortest path routing,

this configuration allows us to generate 100 instances of n shortest path each (for F0). In alike

fashion, we obtain the set of paths for the minimal-overlap routing scheme. This method requires

kmax
3 and Ψ parameters as input, defined here as kmax = 100 and Ψ = Λ for all the experiments.

Each flow generated has a real-time model representation characterized by the 4-parameter

tuple (Ci,Di,Ti,φi). Here, Ci represents the effective transmission time (in slots) for the path φi,

obtained directly from the product of the number of hops (or links) traveled by the path φi from

2Note that at the time the experiments were performed, this metric was chosen only to avoid extreme designation

conditions (e.g. at the border), but without awareness of their positive impact on the overall traffic schedulability.
3We observed empirically that, in general, a greater kmax may lead to better results in terms of a number of overlaps

but at the cost of higher execution times. Thus, we did not further explore this aspect in this dissertation.
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source to destination. This applies to both shortest-path and minimal-overlap routing algorithms.

The Ti periods were assumed as random harmonically generated in the form of 2η time slots, with

η ∈ N in the range [4,7] (as in [134]). This assumption leads to direct computation of the hyper-

period H ∈ N (a.k.a, superframe length) as the maximum period within the range of harmonic

periods, or as generally defined, the least common multiple of the set of periods, i.e., H = lcm(T ),

where T = {T1,T2, . . . ,Tn}. In this case, H = 27 = 128 slots (or equivalently 1280ms). This value

is used as the length of the time interval ℓ for the purposes of schedulability assessment. Traffic

schedulability was evaluated using the test described in Chapter 3 yet when considering a worst-

case ∆i, j as in [147]. Finally, we assume Di = Ti for all the cases, i.e. in implicit-deadline model.

8.3.1.2 Results & Discussion

In the following, we present different performance results for our minimal-overlap (MO) shortest-

path routing scheme when compared against a hop-count-based shortest path (SP) method. In all

the cases we vary the working load by the parameter n, while considering the impact of other

factors. In particular, we evaluate the impact of network density through λ , here representing the

average number of neighbor (or links) each node is connected to, as well as the impact of the

number of channels m. We recall TSCH allows up to m = 16 channels for frequency diversity.

The performance comparison of MO and SP in terms the overall (average) number of over-

laps confirms the intuition behind the proposed method. The greedy heuristic search of the MO

routing albeit sub-optimal is able to effectively reduce the node-overlapping degree in up to half

(and more) of the baseline (see Fig. 8.2a). This, depending of the number of flows and/or the

network density. The exponential growth of the number of overlaps as function of the number of

flows justifies the need for its mitigation. This trend is also observable in the growth imposed on

transmission conflicts, which directly depends on the number of overlaps (see Fig. 8.2c).

The compromise on the route lengths is marginal, whose impact is even negligible on more

connected networks (see Fig. 8.2b). The influence on the channel contention is also minor, being

discernible (in practice) only on networks with a lower number of active channels (Fig. 8.2d).

The benefits on the overall network schedulability are clear, regardless of the degree of con-

nectivity (Fig. 8.2e) or the available radio channels (Fig. 8.2f), but suggesting superfluous effect

on this latter parameter at a given point (see, e.g., m = 8 and m = 16 in Fig. 8.2f).

8.3.2 Case 2: Centrality-Driven Gateway Designation

8.3.2.1 Simulation Setup

1) Network topologies. We consider 100 mesh topologies generated from synthetic graphs. Each

topology is created using a sparse uniformly distributed random matrix of N ×N of zeros and

ones, with target density d. N represents the total number of nodes, including the gateway; d is the

portion of other nodes each vertex is linked to. We assume N = 75 and d = 0.10 for all topologies.
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(e) Schedulability ratio (λ )
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Figure 8.2: a) Number of overlaps, b) length of the paths and c) transmission conflicts demand

under varying median vertex degree λ = {4,8,12} and m = 8 channels; d) contention demand

when varying # of channels m = {4,8,12} and median vertex degree λ = 4; e) schedulability ratio

for varying median vertex degree λ = {4,8,12} and m = 8 channels, and f) varying # of channels

m = {2,8,16} and median vertex degree λ = 4. All plots consider average results when varying #

of flows n ∈ [2,22] with N = 66 nodes.

2) Network flows. A subset of n∈ [1,25] nodes is chosen randomly as sensor nodes which transmit

periodically deadline-constrained data toward a single gateway. The rest of nodes act as relay.

Each period is randomly generated as 2η , with η ∈ N ∈ [2,7] slots. This implies a super-frame

length of H = 1280 ms. Ci is computed directly from the number of hops in φi and Di = Ti.

As in the previous case study, we evaluate the schedulability over an interval equal to the super-

frame length, ℓ = H using the same performance model. Similarly, we further assume network

management is centralized, scheduling uses a global EDF policy, and routing can be either a hop-

count-based shortest-path routing (Dijkstra) or the featured MO routing described in Algorithm 2

For MO, we further consider Ψ = 0.1 and kmax = 100.

8.3.2.2 Results & Discussion

Fig. 8.3a (top) presents the schedulability ratio when a gateway is designated based on the degree

centrality while a hop-count-based shortest path routing is assumed. Fig. 8.3b (top) shows equiv-
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Figure 8.3: (Top-row) Schedulability ratio under a varying number of network flows n∈ [1,25] for

both a) shortest path routing and b) minimal-overlap routing when using the degree centrality met-

ric for gateway designation compared to a random benchmark. (Bottom-row) Absolute deviation

in terms of schedulability ratio of the other centrality metrics w.r.t. the degree centrality.

alent results for a gateway designation based on the degree centrality (DC) metric when the MO

shortest-path routing is considered. Both configurations also include the case when the gateway

is designated randomly. These results show that a joint MO-DC framework can schedule up to

3 times more flows than a basic routing configuration, and up to twice more than the MO only.

Notably, achieving up to 80% better schedulability than a naive real-time setting.

Figs. 8.3a (bottom) and 8.3b (bottom) present the absolute deviation in terms of the schedula-

bility ratio for the other centrality metrics (i.e. betweenness (BC), closeness (CC) and eigenvector

(EC) types of centrality) with respect to degree centrality. These results suggest none of the metrics

dominates over the others, regardless of the routing used. We also observe the deviation among the

metrics remains larger (up to ∼ 20%) for the shortest path routing, and almost marginal (< 3%)

when MO is used; which suggests more predictable spectral properties MO. A random gateway

designation is also included to complement the results presented in the previous case study.

8.4 Summary & Concluding Remarks

This chapter has described an original method for real-time wireless routing based on a greedy

heuristic for path overlap minimization able to improve traffic schedulability regardless of gateway

designation. Simulation results with varying configurations have shown considerable benefits in

the two cases studies analyzed: i) when considering an arbitrary gateway designation, and ii) when

used jointly with a centrality-driven gateway designation. Overall, both type of results highlight

the importance of routing methods in the real-time performance of mesh WSNs. More impor-

tantly, they further stress the multi-dimensional nature of network design problem, showing both
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gateway designation and routing dimensions can be complementary when aiming at improving

WSNs traffic schedulability at systems design time.

As seen in the prior chapter, a gateway designation with reduced overlapping degree among

network flows can considerably benefit real-time network performance. This situation has been

further demonstrated by our minimal-overlap routing method which is driven by the same in-

tuition. In this chapter, we have clearly shown that a reduction on path overlapping leads to a

reduction in worst-case conflicts delays, and this in turn, to significant benefits in terms of traf-

fic schedulability. Notably, our minimal-overlap routing achieves this with marginal impact on

wort-case contention delays, mostly, due to its (weighted) shortest-path restriction.

In the future, we aim to further explore the opportunities for this new routing scheme. For

example, it is a clearly open question to be verified if a joint approach with both minimal-overlap

methods will lead or not to further improvement in terms traffic schedulability. Similar with the

case of multiple-gateway in which flows are typically already balanced among gateways. Another

interesting direction to explore is related to its (worst-case) energy-consumption efficiency, which

can be driven by alike foundational basis in terms of deterministic guarantees.

Finally, showing its practical usefulness in real-world deployments is a must direction. Not

only in arbitrary mesh WSNs replicating realistic situations, but especially in overwater WSNs,

often characterized for long-term dynamics. In this direction, we envision an adaptive version of

our minimal-overlap routing able to counteract possible changes on the network topology due to

tides, by providing source routing paths of minimal-overlap at each point of the tide.



Chapter 9

Conclusions & Future Directions

9.1 Summary

This dissertation has addressed some of the most relevant challenges of wireless network design

when dealing with real-time and overwater wireless networked systems. We have covered physi-

cal, data-link and network layer considerations, in overall, attempting to improve the performance

of such kind of systems beyond the state of the art. Specifically, we have offered contributions

with impact in terms of overwater RF propagation (physical), network schedulability (data-link)

and routing (networking) under the viewpoint of providing novel solutions with cross-layer inci-

dence.

We started designing each (physical) link of our networked systems taking into account the

peculiarities of overwater propagation. In particular, we have addressed path loss performance

only since directly related to signal strength, in turn, influencing practical metrics such as range

and link stability. We also gave special emphasis to the impact of tides and related features such

as intertidal zones, which although barely explored, can impact significantly impact link quality.

In general, we considered scenarios of short to medium range, i.e. between few tens of me-

ters to (no more than) one kilometer, when operating with antennas close and/or very to the wa-

ter surface. We justified and motivated those settings with two emerging but relevant use cases:

IoT-driven environmental monitoring in water environments, and remote control of autonomous

surface vehicles at near-shore scenarios. With this in mind, we have provided novel modeling

and link design methods that effectively predict and/or improve path loss performance in shore-

to-shore and shore-to-vessel configurations. Notably, we have demonstrated part of our findings

using commercial wireless technologies, i.e. LoRa and WiFi, targeting sensor nodes in estuaries

surroundings, and autonomous underwater vehicles operating at the surface, respectively.

After properly designing the network from the physical point of view, e.g. mitigating the

detrimental impact of tidal fading and/or nulls, we have tackled challenges with impact on the

upper layers of wireless communication. Concretely, we first introduced the idea of gateway

designation in wireless mesh networks for enhanced traffic schedulability. We addressed both

single and multi-gateway designation problem by offering straightforward criteria for the selection

95
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of the gateway nodes, based on the notion of network centrality from graph mining. We first

evaluate the use of classical metrics (e.g. eigenvector, betweenness, etc.) to then follow an akin

insight by proposing a dominant metric, tailored engineered to improve real-time performance in

mesh wireless sensor networks.

The novel gateway designation method leverage on the minimization of path node-overlaps,

known to influence worst-case end-to-end delays and thus schedulability. The single metric takes

advantage of this observation by choosing as gateway the node which leads to the least overall

number of overlaps when routing paths are known. The same idea also shown to be useful when

generalized to multiple gateways after a spectral clustering process is completed. The gateway

designation then occurs at cluster level, offering a novel interpretation of cluster centrality for the

proposed metric, as well as by offering a novel and fruitful combination for spectral clustering and

centrality in the domain of real-time WSNs. A similar routing method was proposed to improve

traffic schedulability by design, regardless of gateway designation. This method was also inspired

by the idea of minimize overlaps but using a novel greedy search heuristic to generate source routes

of minimal overlaps. Notably, offering complementary benefits in terms of real-time performance

when used jointly with a centrality-driven gateway designation.

9.2 Thesis Validation

We aim to verify if the work done so far allow us to validate the following:

A judicious wireless network design which takes into account both real-time and overwa-

ter factors of wireless communication has the potential to significantly improve the per-

formance of real-time wireless networked systems operating over water environments.

We accompany this thesis statement with the list of our main contributions:

Part I: Overwater Communication

✓ A set of novel tidal-informed link design methods for improved communication quality with

static and mobile surface nodes based on both antenna height and positioning.

✓ A novel methodology for overwater path-loss prediction based on the non-trivial integration

of the two-ray propagation model and precise location-dependent hydrodynamics modeling.

Part II: Real-Time Communication

✓ A new metric termed minimal overlap centrality that exploits the relationship between path-

node overlaps and gateway designation for improved traffic schedulability.

✓ A novel routing scheme based on a new greedy heuristic for minimizing overlaps that im-

proves schedulability regardless of the gateway designation criterion.
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Illustrative example. An integrated panorama of both overwater and real-time communication

contributions can be better communicated through our first target use-case: real-time environmen-

tal monitoring. We can imagine, for instance, an overwater WSN deployment for dependable

water quality monitoring, or for the real-time monitoring of parking slots at a smart marina. This

implies a set of sensor nodes transmitting deadline-constrained data with certain periodicity. We

can consider a small scale network with tens to one hundred nodes, with one or multiple gateways.

At physical level, we can assume each of the network link operate at 2.4 GHz, one of the RF bands

used to validate our propagation model. We can further assume the existence of two type of links

shore-to-shore (e.g. among two onshore node) and shore-to-vessel (e.g. among a node onshore

and another on the water, e.g. a buoy), which are mostly deployed over water, with few of them

deployed over an intertidal zone. Consistenly, at data-link level we can assume a MAC sub-layer

operation with TSCH operating e.g. over the IEEE 802.15.4 PHY layer (which uses 2.4 GHz). At

the network level, we consider a mesh, and the use of source routing. All of these features provide

a set of realistic conditions for the network operation.

Discussion. All the research methods proposed in this thesis are strongly aligned with the thesis

statement. We provide methods which either use overwater or real-time factors to provide a judi-

cious wireless network design. We consider the illustrative example to further explain how each

of the declared contributions is consistent with the thesis direction.

• 1) Tidal-Informed 2-ray-Based Link Design and Positioning. In the context of the il-

lustrative example, we can benefit from this method to provide a link design that mitigates

tidal fading for both S2S and S2V scenarios. Considering the particular feasibility of each

link, we can either act on the position or the antenna height to provide links which experi-

ence minimal attenuation for a given tidal range. We can even use more than one antenna

to further improve the chances to counteract tidal fading. The end goal is to avoid situa-

tions in which the signal strength gets reduced to values in which connectivity is lost; thus,

improving reliability. By doing this, we argue our method effectively provides a judicious

link design which contributes to improve the performance of the overall system. Thus, in

alignment with the thesis statement.

• 2) Path Loss Prediction Methodology for Intertidal Zones. For the few links we assumed

deployed over an intertidal zone, we need to take care where the reflection point is falling,

e.g. if on water or on soil. We then can estimate the expected link quality. If the impact of the

intertidal zones is beyond the sensitivity level of the receiver, we can then study alternative to

further increase reception, e.g. by controlling antenna height or other parameter depending

on the technology. We did not covered specific solutions for this case in our dissertation, but

we argue our methodology enables a judicious link design over intertidal zones. Thereby, in

alignment with the thesis statement.

• 3) Minimal Overlap Gateway Designation. Once an stable or stationary topology design

has been engineered by means of the prior two methods, we can act on different parameters.
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In particular, we can select one or multiple nodes to play the role of gateway so as to improve

real-time performance with respect to an arbitrary (thus, not judicious) gateway designation.

We can have the case in which only one gateway is possible and need to be selected among

few or many available positions. Our method also enable the study of how many gateway

are needed given a network topology, a particular periodicity of nodes and routing behavior.

This, therefore contribute to improve performance by (judicious) network design.

• 4) Minimal Overlap Shortest-Path Routing. In the case gateway designation is not pos-

sible (or it is not enough), we can further improve performance by means of (judicious)

routing. We argue that a naive approach which is not aware on the impact of node-overlaps

in (worst-case) end-to-end network will lead to sub-optimal paths. We, instead, can offer a

set of path of minimal overlaps which facilitate real-time communication. Thus, improving

overall performance at systems’ design time.

While several limitations and works to be done in the thesis direction can still be mentioned,

we believe our research contribution has established a promising path for future work toward the

enhancement of real-time and overwater wireless networks by design.

9.3 Future Directions

We envision general and specific future directions for our work. First, after the discussion on

the thesis validation, it is clear that work needs to be done to further integrate the methods, and

demonstrate the impact of all them working together. Second, and individually for each method,

further validation, extensions and related studies are also need to better understand the practical

validity of the proposal in different but related contexts, i.e. using different technologies, in dif-

ferent environments, weather conditions, etc. Third, the studies here conducted, although specific

for the overwater/real-time communication problems being addressed, have for sure similarities

with other problems in related domains, and thus can serve of further inspiration or applicability

in those domains. e.g. vehicular, time-sensitive and/or 5G networks.

Despite the many possibilities, we consider the following directions as the more clear and

immediate since not covered in the thesis but in which some work still can be done:

• 1) Antenna-Height Design and Positioning Over Intertidal Zones. As we mentioned

earlier, our methodology for path loss prediction over intertidal zones could also be extended

to provide antenna-height- and positioning-based methods alike to those we proposed for

links deployed over water only. This is not only necessary to further justify the practical

utility of our methods but also to further tune the real-world application scenarios.

• 2) Channel Modeling and Characterization for Autonomous Surface Vehicles. We have

provided a novel validation for the two-ray model in challenged scenarios, particularly for

AUVs with antenna heights in the order of the wavelength. These studies and methods yet

did not consider further observations we did more recently [10], e.g. in terms of the position
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of the vessel. We believe this opens a new research line with several potential opportunities

for improved channel modeling in these particular scenarios.

• 3) Joint Scheduling, Routing and Gateway Designation. We have provided results for

a centrality-driven gateway designation operating in conjunction with our minimal-overlap

routing, but only when considering classical metrics for network centrality. Thus, it is yet

to be further clarified in which situations a joint operation of both our minimal-overlap

routing and gateway designation together can provide further benefits over the case already

evaluated. Additionally, although we have preferred a heuristic-based approach to tackle this

problem, an optimality-driven schedulability analysis that considers gateway designation,

routing and schedulability together is an open challenge that could also be addressed.
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