
• Shared resource contention in multicore system may lead to non-
deterministic variations in WCET (Worst-Case Execution Time)/ 
WCRT (Worst-Case Response Time).

• Most existing works analyze each shared resource independently.
• Independent analysis of inter-core contention due to each shared 

resource, e.g., last-level cache (LLC), memory bus, main memory, 
etc., may lead to pessimistic results.

• Holistic analysis considering interdependence between shared 
resources may lead to tighter bounds on inter-core shared 
resource contention.
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• Holistic approach towards shared resource contention-aware 
WCRT analysis for multicore systems.

• Cache Persistence, i.e., cache reuse, aware cache analysis to 
bound LLC misses of tasks.

• Cache-aware bus contention analysis leading to tighter bounds 
on memory bus contention.

• Use of more predictable execution model, i.e., 3-phase model[1].

2. Contributions

3. Cache Analysis

• The maximum number of memory requests made by the A-
phases of 𝜏𝑖 during any time window Δ is given by:   
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The following are the ongoing/future works:

• Cache-aware bus contention analysis for the 3-phase task model.
• Cache and bus-aware memory contention analysis.
• Memory contention analysis for 3-phase tasks considering 

different configurations.
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• State-of-the-art bus contention analysis for 3-phase tasks [2,3] 
does not account for cache persistence, leading to overestimation
in the number of bus requests of tasks.

• Overestimation in the number of bus requests leads to pessimistic
bounds on the bus contention. 

4. Bus Contention Analysis

• Existing memory contention analysis [4] does not account for 
cache reuse.

• This leads to overestimation in the number of memory requests 
and eventually the memory contention suffered by the tasks.

• Memory contention analysis that considers the interdependence
between caches, bus and main memory may lead to tighter 
WCRT bounds.

5. Memory Contention

• Cache analysis can tightly bound number of LLC misses.


